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Abstract
We provide identification schemes secure against concurrent man-in-the-middle attacks. For that pur-
pose, we construct a series of four identification schemes. They am@att of malleabilityexcept the
first prototype scheme. To define the notion, we firstly give a definition of non-malleable functions and
malleability extractors. As a concrete example, we show that exponentiation functions are non-malleable
functions with respect to the multiplication relation. By this non-malleability and a tag framework with
algebraic trick, we are able to construct a tag-based scheme that is a proof of malleability, and that
achieves the desired security based on the Gap Computatiofig-Béllman Assumption. A generic
method, the CHK transformation, is attractive to exit the tag framework, but the obtained scheme has
somewhat long message length. The matter is resolved by the use of a target collision resistant hash
function. This fourth scheme performs highlffieiently not only in message length but also in compu-
tational amount. Actually, it is shown that it performs better than the Cramer-Shoup-based ID scheme.

keywords: identification scheme, concurrent man-in-the-middle attack, proof of malleability, non-malleable
function, malleability extractor, gap computationahiz-Hellman assumption.

1 Introduction

Password-based identification (ID) protocols are broadly used even now to verify identities of entities.
But they are exposed to a critical threat that, when a password happen to be sent without encryption
through a communication channel, an adversary can eavesdrop the password and impersonate the prover
easily. Another threat is that, if an adversary impersonates a verifier and the prover interacts with him
without knowing it, then the adversary can catch the password even if it is sent under encryption.

Here the need of public key based ID schemes arises. In the public key framework, a prover holds a
secret key and a verifier refers to a matching public key. They interact for some rounds doing necessary



computations until the verifier feels certain that the prover has the secret key. The secret key is never
revealed directly but embedded and hidden in messages through those computations by the technique of
honest verifier zero-knowledge.

However, even for such ID schemes, there is still a strong threat by the following active attack. Pre-
tending a verifier, an adversary accesses a prover application (on a client PC, for instance), and invokes
many clones of the application. Interacting with those clones, the adversary embeds some cheating trick
in messages and collects information of the secret key from the responses of those clones. Afterwards, it
tries to impersonate the prover against a true verifier (on a server, for instance) using those collected in-
formation. This situation is modeled &go-phase concurrent attagk] in cryptography. If the adversary
can access prover clondaring trying impersonation, the attack is calledncurrent man-in-the-middle
attackand considered one of the strongest threat, especially in the Internet [7].

Historically, there have been two types of ID schemes. One is challenge-and-response type obtained
easily from encryption schemes or signature schemes, and anotheZigptbtocol type [11] which is
a kind of proofs of knowledge [18, 5] consisting of 3-round interaction. Most of known traditional ID
schemes, such as the Schnorr Scheme [31] and the Guillou-Quisquater Scheme [19gretbeol
type because they are faster than challenge-and-response type. But what is problematic is that the security
model is only against two-phase concurrent attacks. Moreover, the used assumptions are the one more
type (the One More Discrete Log Assumption or the One More RSA Inversion Assumption [6, 7]), which
are stronger than the ordinary assumptions.

After those traditional schemes, security against concurrent man-in-the-middle attacks is achieved
by Katz [21] and Gennaro [17]. But for the Katz Scheme, the security model is with timing constraint,
not against full concurrent man-in-the-middle attacks. Moreover, the protocol utilizes the so-called OR-
Proof technique and is rather complicated. As for the Gennaro Scheme, a multi-trapdoor commitment
is embedded in the protocol to remove those timing constraint. As a result, it needs some computation
and is not so fast as challenge-and-response ID scheme obtained from the Cramer-Shoup Encryption
Scheme [13], for example. In addition, the security of the Gennaro Scheme is also based on the strong
type assumptions (the Strongfié-Hellman (SDH) Assumption or the Strong RSA Assumption).

One of the reason why it is flicult to construct an ID scheme secure against concurrent man-in-
the-middle attacks is that we are rooted in the categoBrpifotocols. In the security proof, depending
on the so-called special soundness propertL-pirotocols, we can construct a knowledge extractor
employing any given adversary as subroutine. There the knowledge extractor rewinds the adversary and
extracts the secret key (the Reset Lemma [7]). But in the concurrent man-in-the-middle composition,
this rewinding strategy gives rise thedfitiulty. That is, large amount of computations are needed to do
nested rewindings for the knowledge extractor to simulate concurrent prover clones, and eventually the
security reduction becomes far from tight. Or, to cfitthose computations in the security proof, some
costly techniques are utilized in the protocols and strong assumptions are required in the security proofs
as we have reviewed.

1.1 Our Contribution

Unlike those known ID schemes, our approach is neitl®peotocol nor a proof of knowledge. We take
an approach o proof of malleabilitywhich is a new notion we propose in the paper. An ID scheme of a
proof of malleability is a 5-tuplel P, V, f, R) where K, P, V) is a triple of probabilistic polynomial time
(PPT) algorithms which represents an ID schefrig,a non-malleable function with respect to a relation
R. Here we say that is non-malleable witlR if, for any given PPT algorithn® that receives function
valuesf(xi), ..., f(X,) as input, it is hard to output the related vali(e) satisfyingx = R(x1, ..., Xn).

In proving the security of the ID scheme, we execute a proof of malleability. That is, employing
any given adversaryd as subroutine, we construct a PPT algoritBnthat receives function values
f(x1),..., f(X,) as input and outputs the related vali&), x = R(xy, ..., X,). This construction reduces



the advantage off to the advantage af. Here& is calleda malleability extractor against the non-
malleability of f.

We will pick up an exponentiation functiof{x) = g* with values in a cyclic group of a prime order
g as a concrete non-malleable function. That is, taking the multiplication rel&({®nx;) = XX, we
get the non-malleability of based on the ComputationalfBe-Hellman (CDH) Assumption.

Using the concrete non-malleable function, we construct a series of four ID schemes step by step. We
start from the first prototype scheme that consists of half the operatiorfiod-Bliellman Key-Exchange.

In the security proof, we need the Gap Discrete Log (Gap-DL) Assumption and the Knowledge-of-
Exponent Assumption (KEA) only to get weak security, that is, the security against two-phase concurrent
attacks.

We modify the first scheme to make it a proof of malleability by applying a tag framework. Actually,
by using the tag framework, we are able to construct a malleability extractor against the non-malleability
of the exponentiation function in the security proof, and hence we can reduce the security to the non-
malleability. The tag framework also works to simulate concurrent prover clones in man-in-the-middle
composition to get the security against concurrent man-in-the-middle attacks, where we owe the idea to
the tag-based encryption scheme of Kiltz [23].

To leave the tag framework of the second scheme, the CHK transformation [12] is applied to get the
third scheme. That is, tag is replaced by a one-time verification key of an employed strong one-time
signature. The CHK transformation is generic and steady, but it brings a disadvantage that messages
becomes somewhat long.

Fortunately, depending on the specific construction of the second scheme, we can employ a target
collision resistant hash function [27, 30] instead of one-time signature to get the fourth scheme. As a
result, it keeps messages as short as the second scheme.

Our schemes can be considered challenge-and-response ID schemes. Of course we can construct
such ID schemes which are secure against concurrent man-in-the-middle attacks from EUF-CMA sig-
nature schemes or IND-CCA2 encryption schemes. To the best of our knowledge, the one obtained
from the Cramer-Shoup Encryption Scheme [13, 32, 14] is the fastest in the standard model. In fact, the
Cramer-Shoup-based ID scheme is faster than any other ID scheme secure against concurrent man-in-
the-middle attacks, including the proof-of-knowledge-based ID schemes. We will see in Section 7 that
our fourth scheme is faster than the Cramer-Shoup-based ID scheme.

As a remark, we point out that our schemes are secure against the reset attack (resettable, for short)
defined by Bellare et al. [4]. More precisely, our schemes are prover-and-verifier-resettable. This is
because that the prover is deterministic and that our schemes consists of 2-round. As is discussed by
Yilek [36], resettable security is crucially helpful, for example, for virtual machine service in the cloud
computing.

1.2 Related Works

Our first prototype scheme is similar to the scheme of Stinson and Wu [33, 34]. They proved it secure
in the random oracle model based on the CDH Assumption and the KEA. Unlike theirs, we provide a
security proof in the standard model. Although the assumptions for our first scheme are fairly strong
(the Gap-DL Assumption and the KEA), we stress that the first scheme is a steppingstone towards the
following schemes.

Concerning man-in-the-middle attacks, Katz [21] and Gennaro [17] employed proofs of knowledge.
The Katz Scheme is a non-malleable proof of knowledge but its security model is with timing con-
straint. The Gennaro Scheme realized a concurrently non-malleable proof of knowledge. It utilizes a
multi-trapdoor commitment scheme as a component, and as a result, is riitiasteas the Cramer-
Shoup-based ID scheme. Moreover, the security proof is based on strong type assumptions (the SDH
Assumption or the Strong RSA Assumption). Recently, Nishimaki-Fujisaki-Tanaka [28] succeeds in



constructing a new multi-trapdoor commitment scheme whose security is based on a non-strong type,
the RSA Assumption. It can be built-in to3protocol to get a concurrently non-malleable proof of
knowledge based on the same assumption, but it is ndfiaeat as Gennaro’s construction.

Concerning tight reduction to computational hardness assumptions, Arita and Kawashima [2] pro-
posed an ID scheme whose security proof is based on tight reduction to the one more discrete log type
assumption [6, 7] and the KEA. Our second, third and fourth schemes succeed in leaving such strong
assumptions.

1.3 Organization of the Paper

In the next section, we fix some notations. We briefly review the model of attacks on ID schemes, then
we describe computational hardness assumptions which we need. In Section 3, we define non-malleable
functions and the notion of a proof of malleability, and we show that exponentiation functions are non-
malleable functions. In Section 4, we discuss the first prototype ID scheme. Our proposal ID schemes
and their security are presented in Section 5 and 6. In Section 7, we evaludtetbe®/ of our schemes
comparing with the Cramer-Shoup-based ID scheme. In Section 8, we conclude our work.

2 Preliminaries

The empty string is denotesl The security parameter is denotedOn input ¥, a PPT algorithnGrp
runs and outputgy( g), wheregis a prime of lengttk andg is a generator of a multiplicative cyclic group
Gq of orderg. Grp specifies elements and group operation&gf The ring of exponent domain &,
which consists of integers from 0 tp- 1 with modulog operation, is denotedy.

When an algorithmA on inputa outputsz we denote it ag < A(a). WhenA on inputa andB on
input b interact andB outputsz we denote it ag « (A(a), B(b)). WhenA has oracle-access & we
denote it a®A°. WhenA does concurrent oracle-accessitoraclesOy, . .., O, we denote it agO10n,
Here “concurrent” means thétaccesses to oracles in arbitrarily interleaved order of messages.

A probability of an event X is denoted Pr[X]. A probability of an event X on conditions Y., Y
is denoted Pr[Y;--- ; Ym: X].

2.1 ID Schemes

An ID schemelD is a triple of PPT algorithmsk(P, V). K is a key generator which outputs a pair of
a public key and a matching secret kek(sk) on input X. P andV implement a prover and a verifier
strategy, respectively. We requil® to satisfy the completeness condition that boolean decision by
V(pk) after interaction witlP(sk) is True with probability one. We say thafi(pk) acceptsf its boolean
decision is RuE.

2.2 Attacks on ID Schemes

The aim of an adversaryi that attacks on an ID scheni® is impersonation. We say that winswhen
A(pk) succeeds in making(pk) accept.

Attacks on ID schemes are divided into two kinds. One is passive and another is active. We will
concentrate on active attacks. Active attacks are divided into four patterns according to whether they are
sequential or concurrent and whether they are two-phase or man-in-the-middle.

Firstly, a concurrent attack ([4, 7]) means that an advergipk) interacts with polynomially many
clonespP;(sk)s of the proveiP(sk) in arbitrarily interleaved order of messages. Here all prover clones
Pi(sk)s are given independent random tapes and independent inner states. A sequential attack is a special



case that an adversam(pk) interacts with the prover clon(sk) arbitrary times, but with only one
clone at a time. So concurrent attacks are stronger than sequential attacks.
Secondly, a two-phase attack ([4, 7]) means that an adve#aonsists of two algorithmsAs, Ay).
In the first phase, learning phas#, starts with inpupk, interacts with prover clonés(sk)s and outputs
its inner state. In the second phase, impersonation plfgsstarts on input the state, interacts with the
verifier V(pk) and tries to mak&(pk) accept. On the other hand, a man-in-the-middle attack means that
an adversaryA starts with inputpk, interacts with bottP;(sk)s andv(pk) simultaneously in arbitrarily
interleaved order of messages. So man-in-the-middle attacks are stronger than two-phase attacks.
As an experiment, impersonation by a two-phase concurrent advefisggyc adversary, for short)
is described as follows.

imp-2pc, 4 k
Exprmt ;" (1)

(pk, sk) « K(1¥), st AL EIPols) ()
decision— (Ay(st), V(pk))
If decision= 1 then return I\ else return bsk.

We definemp-2pc advantage ofl = (A, A) overID as:

Adv TP ZPK) ' brExprmt P2PY1) returns Wai.
We say thaflD is secure against two-phase concurrent attacks if, for any PPT algaﬂtmdvilme’j’fpc(k)
is negligible ink.
As an experiment, impersonation by a concurrent man-in-the-middle advefis@mim adversary,
for short) is described as follows.
imp-cmimg 4 k
Exprmt ., (1)
(pk, sk) « K(14)
decisione (A Pk (ple) v(pk))
If decision= 1 A & ¢ I1 then return W&
else return bsk.

Note that man-in-the-middle adversafyis prohibited from relaying a transcript of a whole interaction
with some prover clone. Denote the set of transcripts betwgek)s andA(pk) asIl and a transcript
betweenA(pk) andV(pk) asn, then the constraint is describedrag I1. This is the standard and natural
constraint to keep the attack meaningful.
We definemp-cmim advantage ofl over ID as:
Advil'gg',(cmim(k) CprExprmt gf}’fmim(lk) returns Wh].
We say that arID is secure against concurrent man-in-the-middle attacks if, for any PPT algafithm

AdvITP™M(K) is negligible ink.

2.3 Tag-Based ID Schemes

A tag-based ID schenieagID works in the same way as an ordinary scha@bexcept that a strintag
t is a priori given taP andV by the first round. Note that the interaction depends on the given.tag

As for attacks on tag-based ID schemes, only the selective-tag attack is considered in this paper. That
is, an attack orragID by an adversaryd is modeled in the same way as @i except that an adversary



A designates target tagt* firstly, and thenA gets a public kepk. Before starting each interaction as
a verifier, A provides a tag;(# t*) to each clon®;(sk).
As an experiment, impersonation by a selective-tag imp-cmim adversary is described as follows.

Exprmt izgl']i;"?;'cmm(lk)
(pk, sk) « K(1), t* « A1)
decisione (APt Paltnsk) (piy y(1*, pk))
If decision= 1 A (t; # t*, Vi) then return W

else return bsk.

We defineselective-tag imp-cmim advantagedfover TagID as:

Advstag-imp-cmin(k)

TagID,A

i brExprmt ?;Z%‘E}E"Cmi"(l") returns WhJ.

We say thafragID is secure against selective-tag concurrent man-in-the-middle attacks if, for any PPT
algorithm.A, Advif;%'f‘ﬁ'cm'"(k) is negligible ink.

2.4 Computational Hardness Assumptions

We say a solves&, a PPT algorithmwinswhensS succeeds in solving a computational problem instance.

2.4.1 The Gap-CDH Assumption

A quadruple §, X1, X2, X3) of elements irGq is called a Difie-Hellman (DH) tuple if §, X1, X2, X3) is
written as §, g™, g™, g*?) for some elements; andx, in Z;. A CDH problem instance is a triple
(g9, X1 = g4, X2 = ¢’?), where the exponentg andx; are hidden. The CDH oracleDH is an oracle
which, queried about a CDH problem instanggX;, X,), answersXz = g**2. A DDH problem instance
is a quadrupley, X1, X2, X3). The DDH oracleDD?H is an oracle which, queried about a DDH problem
instance ¢, X1, Xp, X3), answers a boolean decision whethgiXy, X, X3) is a DH-tuple or not. A CDH
problem solver is a PPT algorithm which, given a random CDH problem instane, &,) as input,
tries to returnXs = g**2. A CDH problem solvesS that is allowed to acces®DH arbitrary times is
called a Gap-CDH problem solver. We define the following experiment.

-cd
Exprmt 320 1%
(0 9) < Grp(1¥), X1, X2 ¢ Zg, X1 := g™, Xp 1= ¢

X3 e SPPH (g, X1, Xo)
If X3 = g™ then return WA else return bsk.

We defineGap-CDH advantage a$ overGrp as:

AdvEPeiq) & PrlExprmt 22P<H1%) returns Wh].

We say that the Gap-CDH Assumption [29] holds éawp if, for any PPT algorithms, Advgfg:ngk) is
negligible ink.



2.4.2 The Gap-DL Assumption

A discrete log (DL) problem instance consists gfX = g*), where the exponentis hidden. A DL
problem solver is a PPT algorithm which, given a random DL problem instaneg as input, tries to
returnx. A DL problem solverS that is allowed to acces8DH arbitrary times is called a Gap-DL
problem solver. We define the following experiment.

Exprmt 22 ¢(1%)
(G, g) « Grp(1¥), X « Zg, X := ¢
X' = 8%(g,X)
If g€ = X then return Wk else return bsk.

We defineGap-DL advantage af overGrp as:

gap-dl; \ def gap-dl, 4 k
AdvEr(K) = PrlExprmt 220°(1%) returns Wa].
i i ; gap-diy y : .
We say that the Gap-DL Assumption holds ¢ap if, for any PPT algorithns, AdVGrp,S(k) is negligible

in k.
Although the Gap-DL Assumption is considered fairly strong, it is believed to hold for a certain class
of cyclic groups [26].

2.4.3 The Knowledge-of-Exponent Assumption

Informally, the Knowledge-of-Exponent Assumption (KEA) [16, 8] says that, given a randomly chosen
h € G4 as input, a PPT algorithiif can extendd, h) to a DH-tuple §, h, X, D) only whernH knows the
exponent x of X g*. The formal definition is as follows.

Let W be any distribution taking some input. L&f andH’ be any PPT algorithms taking input of
the form @, h,w). Hereg is any fixed generator artdis a randomly chosen element®y. w is a string
in {0, 1}* output byW called auxiliary input [10, 15]. We define the following experiment.

Exprmt ‘éﬁfmw (14

(G 9) « Grp(14),w « Wa « Zg,h:= g2
(X,D) « H(g,h,w), X « H'(g,h,w)

If X3 =D Ag* # Xthen return Wk

else return bsk.

Note thatw is independent dfi in the experiment. This independence is crucial ([10, 15]).
We defineKEA advantage of{ overGrp andH’ as:

AdveR 400 (K) ' prEXprmt &2 pge (1) returns WA,

Here an algorithn’ is called theKEA extractor Advéig‘ﬂ,ﬂ,(k) can be considered the probability that
the KEA extractorH’ fails to extract the exponemtof X = g*. We say that the KEA holds f@rp if, for
any PPT algorithn?, there exists a PPT algorithti’ such that for any distributiow/ Adve2 (k)

. .. . Grp,H,H’
is negligible ink.

3 Non-Malleable Functions and ID Schemes

In this section, we define non-malleable functions. We show that an exponentiation function with values
in Gq is a non-malleable function. Then we present a notion of proofs of malleability.



3.1 Non-Malleable Functions

Let f be a function from{0, 1}* to {0, 1)'®, wherel(k) is a polynomially bounded function k We call
a functionR : ({0, 1}K)" — {0, 1} a relation, andk := R(x, . . ., X,) the related element tey, . . ., X,. We
say thaty is the related value of f tQy,...,yn) with respect to (w.r.t., for shortR if the the following
condition holds:

AX, X4, -+, %0 € {0, 1),
y= f(X)ayl = f(Xl)""’yn = f(xn)
AX=R(Xg,..., %)

Let NMF(1¥) be a family of one-way functions. For any given PPT algoritBimnwe define the
following experiment.

Exprmt jme (1)
f — NMF(15), x1,..., % « {0, 1}
y1:=F(X0),...,yn = F(Xn)

y — S(Ul,-u’yn)
If yis the related value of to (y1,...,yn) W.r.t. R

then return VW else return bsk.

We defineadvantage oE over NMF in the game of non-malleability with respectRq“nm-R”") as:
AdvTR o (K) ' priExprmt Nk (1Y) returns W]

Definition 1 (Non-Malleable Functions) A one-way function familyVMF(1¥) is calleda non-malleable
function family with respect to a relatioR if, for any PPT algorithn€, Adv’,{,“,?,,‘ﬁs(k) is negligible ink.

(f e NMF(1¥) is calleda non-malleable function with respect to a relati®ir)
Next, we define non-malleable functions which is robust despite the presence of decisiomggacle
below.

Df,(R(y . yl’ e ,yn) .
If yis the related value of to (y1,...,yn) W.r.t. R
then reply “TRue” else reply “RLse”.

We define the following experiment.

Exprmt jmes°(1)

f — NMF(15), Xq, ..., X, < {0, 1}

y1:=f(Xa), ... yn == (%)

y — &%y, ..., yn)

If yis the related value of to (y1,...,yn) W.r.t. R
then return Wk else return bsk.

We defineadvantage oE over NMF in the game of non-malleability with respectfbwith decision
oracle (“nm-R-do”) as:

AdvimR o) €' priExprmt R -99(14) returns Wai.



Definition 2 (Non-Malleable Functions withstanding Decision Oracle) A one-way function family
NMF(1¥) is calleda non-malleable function family with respect to a relat®mithstanding the decision
oracle Di ¢ if, for any PPT algorithmg, Adv’,{,r;‘/;ﬁ‘g"(k) is negligible ink. (f € NMF(1¥) is calleda
non-malleable function with respect to a relati®withstanding the decision orac®; «.)

It is easy to see that an exponentiation function is a non-malleable function based on the (Gap-)CDH
Assumption.

Proposition 1 LetR be the multiplication relation and let, foe an exponentiation function far =
(a.9);

R: Zg — Zg, (X1, X2) = X1 X,
f1:Zq— Gg, X g%,

e A1) =1(09); (09) < Grp(19).

If the Gap-CDH Assumption holds fdrp, then{f;},ca¢1x) is @ non-malleable function family with
respect to the relatio® withstanding the decision orac®s, <.

A proof is given in Appendix A.

3.2 ID Schemes of Proofs of Malleability

Our scenario is to build up a security proof by constructing a malleability extractor against a non-
malleable function using any given adversary on the ID scheme.

Definition 3 (ID Schemes of Proofs of Malleability and Malleability Extractors) An ID scheme of a
proof of malleabilityis 5-tuple &, P, V, f,R), where K, P, V) is an ID schem@&D andf is a non-malleable
function with respect to a relatioR satisfying the following soundness condition. For any given PPT
adversaryA that attacks orID in a game¥, there exists a PPT algorith& such that§ wins in the
experimenExprmt 1% . (1¥) with the advantag@dvi£ . (k) satisfying the following inequality;

AdVRIR (K) > Adv3Te? (K) - e(Kk),

wheree(K) is a negligible function irk. £ is calleda malleability extractor against the non-malleability
of f. (Whenf is a non-malleable function withstanding the decision ord2lg and& accesse®r ,
the game “nmR” is replaced with “nmR-do”.)

Remark. In Definition 3, we require th&tmust not be expected polynomial time Istrictly probabilistic
polynomial time.

In Section 5 and 6, we pick up the exponentiation functipand the multiplication relatio®, and

apply the scenario to our ID schemes.

4 A Prototype ID Scheme Secure against Two-phase Concurrent
Attacks

In this section, we construct and discuss a prototype ID schi®mweoto. In theIDproto, the verifierv
checks whether or not the provMehas ability to complete Hie-Hellman tuples.



4.1 A Prototype Scheme and Its Security

A prototype ID schemé@&Dproto consists of a tripleK, P, V). The construction is as shown in the Fig.1.
On input ¥, a key generatdk runs as follows. A group generatérp outputst = (g, g) on input ¥ (1
specifies an exponentiation functidg(x) = g*). Thenk choosex € Zg, computesX = f,(x) and sets
pk = (4, X) andsk = (4, X). ThenK returns pk, sk).

P andV interact as follows.

In the first roundy is givenpk as input, choosea € Z4 at random and computés= ¢® ThenV
sendshtoP.

In the second round, is givensk as input and receivdsas input message, comput@s= h*. Then
PsendDtoV.

Finally, receivingD as input messag¥, verifies whetherd, h, X, D) is a DH-tuple. For this sakd,
checks whetheb = X2 holds. If so,V returns 1 and otherwise O.

Key Generation
—K: given ¥ as input;
o 1:=(Q,g) « Grp(1¥), X « Zq, X 1= f1(X)
e pk := (1, X), sk := (4, X), return gk, sk)
Interaction
—V: givenpk as input;
ea«— Zgh:=4% sendchtoP
—P: givensk as input and receiving as input message;
eD:=h* sendDtoV
—V: receivingD as input message;
o If D = X®then return 1 else return O

Figure 1: A Prototype ID Schen#proto.

Theorem 1 The ID schemé&Dproto is secure against two-phase concurrent attacks based on the Gap-
DL Assumption and the KEA fa#rp. More precisely, for any PPT two-phase concurrent adversary
A = (Ag, A), there exists a PPT Gap-DL problem solveand a PPT algorithnyH for the KEA which
satisfy the following tight reduction.

Advggﬂiﬂ(k) < Advgjs;g'(k) +AdvER L (K).

4.2 Proof of Theorem 1

Let A = (A, Ap) be as in Theorem 1. Using as subroutine, we construct a Gap-DL problem solver
8. The construction is illustrated in Fig.2.

Sis givend = (g,9) andX = g* as a DL problem instance, whexkeis random and hiddenS
initializes its inner state, set&k = (4, X) and invokesA; on pk.

In the first phase replies taA;’s queries as follows. In case tha@ senddh to thei-th prover clone
Pi(sk), S queries its CDH oracl€DH for the answer of a CDH problem instaneg X, h)) and getD;.
ThensS sendD; to A. In case thatA; outputs its inner statst, S stopsA; and invokesA; on st

In the second phass replies toA,’s query as follows. In case th&l, queriesV(pk) for the first
message by an empty striggS chooses* € Z4 at random and computés = g . ThenS sendsh*
to A,. In case thatA, sendsD* to V(pk), S invokes the KEA extractafH’ on (g, h*, st). HereH’ is the
one associated with the below, which is essentially, itself.

H(g,h*,st):
D* « Ay(st h*), returnX, D*).

10



Note that the auxiliary inpugtis independent offi*.

WhenH’ outputsx’ S checks whethex’ is actually the exponent fof. If so, S outputsx* = x” and
otherwise a random elemexite Z.

Itis obvious thatS simulates both concurreBRf(sk)s andv(pk) perfectly with the aid of CDH oracle

CDH.
Now we evaluate the Gap-DL advantageSfLet Exr denote the event that’ = X holds (that is,
H’ succeeds in extracting the discrete log¥f If Ext occurs, then the solveé® wins, so we have;

Pr[S wins] >Pr[Exr].
Then we do the following deformation;
Pr[S wins]
>Pr[A wins A Ext] + Pr[=(A wins) A Ext]
>Pr[A wins A Ex1]
=Pr[A wins] — PrlA wins A =Exr].
A wins if and only ifD* = X¥ holds. Therefore;
Pr[S wins] > Pr[A wins] - Pr[D* = X¥ A g¥ # X].
That means what we want.
AL (9 > AdVIEERE () = AVERS 50 (K):
(Q.E.D)

Givena = (g,g), X = g* as input;
Initial Setting
— Initialize the inner state
—pk := (4, X), invokeA; onpk
The First phase : AnsweringA;'s Queries
— In case thatA; sendsh; to Pi(sk);
e Dj « CDH(g, X, h;), sendD; to A,
— In case thatA; outputs the inner stat;
e StopA;y, invoke A, on st
The Second phase : AnsweringA,’s Query
— In case thatA, queriesV(pk) for the first message;
& « Zg,h" 1= g%, sench” to A,
— In case thatA, send<D* to V(pk);
e InvokeH’ on (g, h*, st) and getx’ from H’
If g¥ = X then returnx := x’
else return a random elemexite Z,

Figure 2: A Gap-DL Problem Solve$ for the Proof of Theorem 1.

4.3 Discussion

Although the Gap-DL Assumption and the KEA are fairly strong assumptions, the facdithadto
is proven secure against two-phase concurrent attacks is rather surprising, because it is obvious that
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IDproto is insecure under man-in-the-middle attacks. To see it just recall the typical man-in-the-middle
attack on the El Gamal Encryption Scheme.

Analogous phenomenon also occurs, for example, for the Schnorr ID scheme [7]. So it seems that the
security against two-phase concurrent attacks is rather artificial and dose not match with real situations.

5 A Tag-Based ID Scheme Secure against Concurrent Man-in-the-
Middle Attacks

In this section, we modify the prototype schelidproto to make it a proof of malleability by applying

a tag framework. Actually, by using the tag framework, we construct a malleability extractor against the
non-malleability of the exponentiation function in the security proof. The tag framework also works to
simulate concurrent prover clones, where we owe the idea to the tag-based encryption scheme of Kiltz
[23].

First of all, we note that we utilize hereafter an exponentiation function falNiF(1) = {fadaeaqy
and the multiplication relatio®(xy, Xo) = X1%2, whereA (1) is the set(q,g) ; (a0, g) « Grp(1¥)}, f, is
an exponentiation functiofy(x) = g* with values inGy.

5.1 A Tag-Based Scheme and Its Security

A tag-based ID schemeID consists of a tripleK, P, V). The construction is as shown in the Fig.3.

On input ¥, a key generatdt runs as follows. A group generatérp outputsd = (g, g) on input X.
ThenK choosex, y € Zq, computesX = f;(X) andY = f;(y), and setpk = (1, X, Y) andsk = (1, X, y).
ThenK returns pk, sk).

A string tagt is a priori given toP andV by the first round. In our construction, we set the tag
Z,

P andV interact as follows.

In the first roundV is givenpk as input. V choosesa € Z4 at random and computds= ¢* and
d = (X*Y)2. ThenV sends|f, d) to P.

In the second round, is givensk as input and receives.,(d) as input messag®.verifies whethed
is the related value of; to (X*Y, h) w.r.t. R. For this sakeP checks whethen™*¥ = d holds. If it does
not hold, therP putsD =_1. OtherwiseP computed = h*. ThenP sendsD to V.

Finally, receivingD as input messag#, verifies whetheD is the related value of, to (X, h) w.r.t.
R. For this sakey checks whetheb = X2 holds. If so,V returns 1 and otherwise O.

Theorem 2 The tag-based ID schemdD is secure against selective-tag concurrent man-in-the-middle
attacks based on the non-malleability of an exponentiation function faiiF(1%) = {f,} 1ea(y)- More
precisely, for any PPT selective-tag concurrent man-in-the-middle advefgatyere exists a PPT mal-
leability extractor§& against the non-malleability of, fivhich satisfies the following tight reduction.

Adv RPN < Adv R 9o(K).

Corollary The tag-based ID schemdD is secure against selective-tag concurrent man-in-the-middle
attacks based on the Gap-CDH Assumption.

Proof. By Proposition 1 and Theorem 2Q.E.D)
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Key Generation
—K: given ¥ as input;
o 1:=(Q,g) « Grp(1X), X,y « Zg, X := f4(X), Y := fa(y)
e pk := (4, X,Y), sk := (4, X, y), return pk, sk)
Tag-Receiving
—P andV receive a tag € Zq by the first round
Interaction
—V: givenpk as input;
ea«— Zgh:=¢%d:=(XY)? sendf,d) toP
—P: givensk as input and receivindh(d) as input message;
o If h***¥ % dthenD :=1 elseD := h*, sendD to Vv
—V: receivingD as input message;
o If D = X@then return 1 else return 0

Figure 3: A Tag-Based ID ScheméD.

5.2 Proof of Theorem 2

Let A be as in Theorem 2. Usingl as subroutine, we construct a malleability extra&@gainst the
non-malleability off,. The construction is illustrated in Fig.4.

& is givena = (q,g) and function valueX; = f;(x1), X2 = f,(X2) as input, where andx, are
random and hidder€ initializes its inner stateS invokesA on input ¥ and gets a target tag from A.
& chooses € Z at random and computés= th’gr. & setspk = (4, X, Y) and inputyk into A. Note
thatpk is correctly distributed. Note also th&tknows neitheix; nory, wherey is the discrete log oY;

y=1log,(Y) = —t'x +r.

& replies toA’s queries as follows.

In case thatA queriesV(pk) for the first message by, & choosest* € Z4 at random and computes
h* = Xo¢® andd* = (h*)". Then& sendslf*, d*) to A (Call this case/).

In case thatA gives a tagt; and sendslk, d;) to thei-th prover cloneP;(sk), & verifies whetheu,
is the related value of; to (XI‘Y, h) w.r.t. R. For this sake& queries its decision oracl®;, <. If the
answer is “kLse”, then& putsD; =L. OtherwiseS computesD; = (di/hf)Y/(=) (Call this case??).
Then& sendD; to A. Note that, in the selective-tag modél,is prohibited from using* ast; (that is,
t* # t for anyi).

In case thatA sendsD* to V(pk), & verifies whetheiD* is the related value of, to (Xi, h*) w.r.t.
R. For this sake& queriesDs, . If the answer is “kue”, then & returnsXs = D*/X‘i‘*. Otherwise &
returns a random elemeX € Gq,.

The view of A in & is the same as the real view, as we see below.

In the case’’, & simulatesi/(pk) perfectly. This is because the distribution bf,(d*) is equal to that
of the real [, d). To see it, note that, + a* is substituted fog;

h* — gx2+a*’ d* — (gx2+a*)r — (gr)x2+a* — (XI*Y)X2+a*.

In the case?, & simulates concurrem(sk)s perfectly. This is becaud® = (di/h{)l/(‘i‘t*) is equal
to h® by the following equalities.

dl/h:' — hitiX1+y7r — hi(tift*)x1+(t*x1+y7r) _ hi(tiit*)xl.

Now we evaluate the advantage&fWhenA wins, D* is the related value of, to (X1, h*) w.r.t. R,
so the followings hold.

D" = fi(R(x1, X + &) = gale+®) = gwerd,
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Hence the outpuXs is equal toD*/X% = g = f)(R(x1, X2)). That is,Xs is the related value of, to
(X1, X2) w.r.t. R. This means that wins. Therefore the probability th&twins is lower bounded by the
probability thatA wins;

Pr[€ wins] > Pr[A wins].
Hence we get what we want;

AdVIIRO(K) > AdvIRIT™MNK). (Q.E.D)

tID,A

Givenad = (g, g), X1 = fi(xq), X2 = fi(%2) as input;
Initial Setting
— Initialize the inner state
—invokeA on input ¥, get a target tag* from A
—I «Zq,Y = X{"¢", pk 1= (4, X1, Y), inputpk into A
Answering A’s Queries
— In case thatA queriesV(pk) for the first message (the ca¥g;
ed « Zg,h* 1= Xog®,d* := (h*), send ", d*) to A
—In case thatA givest; and sendsh(, d) to P;(sk);
o If D¢, »(d; : XIiY, h) # 1 thenD; :=L
e elseD; := (di/h)Y~t) (the case?)
e SendD; to A
—In case thatl sendsD* to V(pk);
o If Dt &(D* : X1, h*) = 1 then returrXs := D*/X&
e else return a random elemexy € Gq

Figure 4: A Malleability Extracto& for the Proof of Theorem 2.

5.3 Discussion

By virtue of the tag framework with algebraic trick [23], we were able to construct the malleability
extractorE. In fact, & constructs a public kepk using a function value; = f,(x;), and& simulates
concurrent prover clone®i(sk)s) perfectly by the algebraic trick. Moreover, simulating the verifier
(V(pk)) perfectly,& embeds another valu& = f,(xz) in a challenge message by the algebraic trick.
Once the malleability extract@ gets a valid response from the advers#ryE succeeds in forging the
related valueXs = f1(R(X1, X2)).

6 ID Schemes Secure against Concurrent Man-in-the-Middle At-
tacks

In this section, to exit the tag framework, we apply two methods. The generic method is the CHK
transformation [12]. Another method is employing a target collision resistant hash function [27, 30]
depending on the specific structure of the tag-based sch&ine

6.1 A Scheme with a One-Time Signature and Its Security

Firstly, we describe an ID scheme with a one-time signaltde Along the technique of CHK transfor-
mation, we replace the tagby a one-time verification keyk of a strong one-time signature.
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Since the CHK transformation is an well known technique, we only denote the feattibé giving
the construction in Fig.5, security statement in Theorem 3, and the construction of a malleability extractor
&inFig.6. The Qefinition qf a strong one-time signat0ts and advantagAdvg;‘;';“a(k) of a PPT forger
¥ overQTS are in Appendix B.

Key Generation
—K: given ¥ as input;
e 1:=(q,9) « Grp(1), X,y « Zg, X := f4(X), Y := fa(y)
e pk := (4, X,Y), sk := (4, X, y), return pk, sk)
Interaction
—V: givenpk as input;
o (vk, sgk) « SGK(1¥), a « Z,
eh:=g%d:= (X*Y)?, 0 « Signgg((h, d))
e Sendvk, (h,d),oc toP
—P: givensk as input and receivingk, (h, d), o- as input message;
o If Vrfy, ((h,d), o) # 1 orht*+ « d thenD :=1 elseD := h¥
e SendD toV
—V: receivingD as input message;
e If D = X@then return 1 else return 0

Figure 5: An ID Schemé&D1.

Theorem 3 The ID schemdD1 is secure against concurrent man-in-the-middle attacks based on the
non-malleability of an exponentiation function famiwF(1%) = {fa}aea@ and the one-time security in
the strong sense of a one-time signat@rs. More precisely, for any PPT concurrent man-in-the-middle
adversaryA, there exist a PPT malleability extractér against the non-malleability of; fand a PPT
forger ¥ on 0TS which satisfy the following tight reduction.

AdVIPEMM(K) < AdVRRSO(K) + Adv Rt eK).

Corollary The ID schemdD1 is secure against concurrent man-in-the-middle attacks based on the
Gap-CDH Assumption and the one-time security in the strong sense of an employed one-time signature.

Proof. By Proposition 1 and Theorem 3Q.E.D)

6.2 A Scheme with a Target Collision Resistance Hash Function and Its Security

Secondly, we describe an ID scheme with a TCR hash funtbanWe replace the tagby a TCR hash
function valuer ath = g2 We need target collision resistance to apply the algebraic trick to all but a
negligible case. The definition of a TCR hash function fartifam(1%) = {H,}ueHkeyary and advantage
Advﬁ}amcf(k) of a PPT collision finde€¥ over Hfamare in Appendix C.

An ID scheme with a TCR hash functidd2 consists of a tripleK, P, V). The construction is as
shown in the Fig.7.

On input ¥ a key generatds runs as follows. A group generatérp outputsi = (g, g) on input X.
ThenK choosex, y € Zq and computeX = f,(x) andY = f,(y). In addition,K chooses a hash key
from a hash key spadekey(1¥). The hash key indicates a specific hash functiéh, with values inZ
in a hash function family4fam(1¥) = {H,}ieHkey1v)- K setspk = (2, X, Y, u) andsk = (4, X, y, u). Thenk
returns pk, sk).

P andV interact as follows.

In the first roundy is givenpk as input.V chooses € Z4 at random and computés= g®. ThenV
computes the hash valwe— H,(h) and computed = (X"Y)2. V sends|f, d) to P.
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Givenad = (g, g), X1 = fi(xq), X2 = fi(x2) as input;
Initial Setting
— Initialize inner state
— (vk*, sgk*) « SGK(1%)
-1« Zq,Y = X"¥g", pk := (4, X1, Y), invoke A on pk
Answering A’s Queries
— In case thatA queriesV(pk) for the first message (the ca¥g;
o & — Zg,h* 1= Xpg® ,d" 1= (W), 0" « Signgye-((h*,d"))
e Sendvk®, (h*,d*), 0" to A
— In case thatA sendsvk;, (h;, d;), o to Pi(sk);
o If Vrfy,, (i, di), i) # 1 or Dg, =(di - X7V, hy) # 1
thenD; ;=1
e else
If vki # vk* thenD; := (di/h)Yk=vK) (the case?)
else abort (the casesBrr)
e SendD; to A
—In case thatA send<D* to V(pk);
o If D, (D" : X1, h*) = 1 then returrXs := D*/X¥
e else return a random elemexy € Gq

Figure 6: A Malleability Extracto€ for the Proof of Theorem 3.

In the second round, is givensk as input and receives,(d) as input messag®.computes the hash
valuet « H,(h). ThenP verifies whethed is the related value of, to (X"Y, h) w.r.t. R. For this sake,
P checks whethen™*¥ = d holds. If it does not hold, theh putsD =_1. OtherwiseP computedD = h*.
PsendD toV.

Finally, receivingD as input messag#, verifies whetheD is the related value of,; to (X, h) w.r.t.
R. For this sakey checks whetheb = X2 holds. If so,V returns 1 and otherwise O.

Theorem 4 The ID schemdD?2 is secure against concurrent man-in-the-middle attacks based on the
non-malleability of an exponentiation function famMMF(1¥) = {falaea@y and the target collision
resistance of a hash function fam#jfam(1¥) = {H,}eHkey1)- More precisely, for any PPT concurrent
man-in-the-middle adversari, there exist a PPT malleability extractéragainst the non-malleability
of f, and a PPT collision-finde€# on Hfamwhich satisfy the following tight reduction.

Adv'Ing’:;m'm(k) < Adv’,l,“,\‘,,‘ﬁgo(k) + Advﬁ}amc¢(k).
Corollary The ID schemdD2 is secure against concurrent man-in-the-middle attacks based on the
Gap-CDH Assumption and the target collision resistance of an employed hash function family.

Proof. By Proposition 1 and Theorem 4Q.E.D)

6.3 Proof of Theorem 4

Let A be as in Theorem 4. Usingl as subroutine, we construct a malleability extra&against the
non-malleability off,. The construction is illustrated in Fig.8.

& is givena = (g,g) and function valueX; = f;(x1), X2 = fi(X2) as input, where andx, are
random and hidder€ initializes its inner stateS chooses* € Z4 at random and computés = Xpg2 .
Then& chooses: from Hkey(1¥) and computes® « H.(h*). & chooses € Z, at random, and computes
Y = X{"¢" andd* = (h*)". & setspk = (4, X1, Y) and invokesA on inputpk. Note thatpk is correctly
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Key Generation
—K: given ¥ as input;
e 1:=(q,9) « Grp(1¥), X,y « Z4
o X:= f,(X),Y := fa(y), u « Hkey(1¥)
o pk := (1, X, Y, ), sk := (4, X, y, u), return pk, sk)
Interaction
—V: givenpk as input;
sa«— Zgh:=¢% 1« Hyh),d:=(XY)?
e Send (,d) toP
—P: givensk as input and receivindh(d) as input message;
o7« Hy(h)
o If ™Y + dthenD =L elseD := h*
e SendDtoV
—V: receivingD as input message;
e If D = X@then return 1 else return O

Figure 7: An ID SchemeaD?2.

distributed. Note also tha& knows neitherx; nory, wherey is the discrete log oY
y = |qu(Y) = —T*Xl +1TI.

& replies toA's queries as follows.

In case thatA queriesV(pk) for the first message hy, & sends f*, d*) to A (Call this case?).

In case thatA sends [, d)) to thei-th prover cloneb;(sk), & computesr; < H,(h). & verifies
whether; is the related value dof, to (XIiY, h) w.r.t. R. For this sakeS queries its decision oraci®s, z.
If the answer is “RLse”, then& putsD; =L. Otherwise, ifr # 7*, then& computeD; = (di/h)Y/(=)
(Call this case??). If 1; = ¥, then& aborts (Call this case #drt). Then& sendsD; to A except the
case /AOoRT.

In case thatA sendsD* to V(pk), & verifies whetheiD* is the related value of, to (Xi, h*) w.r.t.
R. For this sake& queriesDs, . If the answer is “Rue”, then & returnsXs = D*/Xi‘*. Otherwise &
returns a random elemeXt € Gg.

The view of A in & is the same as the real view until the cas®#x happens, as we see below.

In the case’’, & simulatesi/(pk) perfectly. This is because the distribution bf,(d*) is equal to that
of the real f, d). To see it, note that, + a* is substituted foeg,;

h* = gx2+a*’ d* — (gx2+a*)r — (gr)x2+a* — (XI*Y)x2+a*‘

In the case?, & simulates concurrei(sk)s perfectly. This is becaud® = (d;/h')¥~) is equal
to h® by the following equalities.

dl/h:' _ hiT‘Xler—r — hi(Ti—T*)X1+(T*X1+y—r) — hi(Ti_T*)xl.

Now we evaluate the advantage&fWhenA wins, D* is the related value of, to (X, h*) w.r.t. R,
so the followings hold.

D* = f/l(R(Xl, Xo + a*)) — gxl(x2+a*) — gX1X2+X1a*'

Hence the outpuXs is equal toD*/Xff = g% = f)(R(x1, X2)). That is, X3 is the related value of, to
(X1, X2) w.r.t. R. This means that wins. Therefore the probability th&wins is lower bounded by the
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probability thatA wins and Aort does not happen.

Pr[€ wins] > PrfA wins A —=ABORT]
> Pr[A wins] — Pr[ABorr].

Hence we get the following inequality.

AdvimELo() > Adv TS (K) — Pr{Aort].

So our task being left is to show that Peékr] is negligible ink.
Claim The probability thatAsort occurs is negligible in k.

Proof of the Claim Using A as subroutine, we construct a target collision fin@gr on Hfam as
follows. Given ¥ as inputC# initializes its inner stateCF getsA = (g, g) from Grp(1%). CF chooses
a* € Zq at random, computes = g* and returni”. C¥ receives a random hash keyand computes
7 « H,(h*). ThenCF choosex,y € Z4 at random and computes= f,(X),Y = f(y). C¥ computes
d* = (X"Y)?. Finally CF setspk = (1, X, Y, u), sk = (4, X, y, ) and invokesA on pk.

In case thatA queriesV(pk) for the first messag&# sends|f*, d*) to A.

In case thatA sends [, d;) to thei-th prover cloneP;(sk), C# computesr; « H,(h;) and verifies
whetherd; is the related value of, to (XY, hj) w.r.t. R. C¥ can check this in the same way as the real
prover does becausgf has the secret kegk. If d; is not so,C¥ setsD; =L. Otherwise, ifrj # ¥,
thenC# sendsD; = h*to A. If 7 = 7%, thenCF outputsh; and stops (Call this caseoG.sion).

Note that the view ofA in CF is the same as the real view until the casei@ion happens. Espe-
cially, the view of A in C¥ is the same as the view &1 in & until the case Aort or the case GLrision
happens. So we have;

Pr[Covuision] = Pr[ABorr].
Notice that the casedtLision implies the followings;

d; is the related value of, to (XY, h;) w.r.t. R
and
d* is the related value of, to (XY, h*) w.r.t. R
and
Ti=T1"
If in addition to the above conditions were equal tch*, thend; would be equal ta*. This means

that the transcript of a whole interaction wigf(sk) would be relayed byA, which is ruled out by the
definition of man-in-the-middle attack. Hence it must hold that

hi # h*.
So in the case @uision, CF succeeds in obtaining a target collision. That is;

AthCr

Hrames(K) = Pr[CoLisioN].

Combining the two equalities, we get

AthCI’

Hrames (K) = Pr[AsorT].

But the left hand side is negligible by the assumption in Theorem 4Q.E.D)
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Givenad = (g, g), X1 = fi(xq), X2 = fi(x2) as input;
Initial Setting
— Initialize the inner state
—a" « Zg,h* 1= Xpg¥
—u — Hkey(1¥),7* « H,(h")
—r —ZgY:=X{"g",d = (h)
—pk = (4, X3, Y, ), invoke A on pk
Answering A’s Queries
— In case thatAl queriesV(pk) for the first message (the ca¥g;
e Send b, d*) to A
— In case thatA sends Iy, d;) to P;(sk);
o Tj Hp.(hl)
o If Dg r(di - X'Y, hy) # 1thenD; ;=1
e else
If 7; # v* thenD; := (di/h")¥~7) (the case?)
else abort (the caser8rr)
e SendD; to A
—In case thatA send<D* to V(pk);
o If Df »(D* : X1, h*) = 1 then returrXs := D*/X&
e else return a random elemexy € G

Figure 8: A Malleability Extracto& for the Proof of Theorem 4.

6.4 Discussion

If it were a disadvantage fdD1, it would be the length of the maximum size messagde (h, d), o).
Fortunately, using the specific structuretaD, we can replace the tag by a TCR hash function value to
getID2, in which the message length is kept the same as thalnf

We point out that the provers itD1 andID2 are deterministic. Therefor&D1 andID2 are prover-
resettable [4]. Moreover, they are also verifier-resettable because they consists of 2-round interaction.

7 Efficiency Comparison

In this section, we evaluate théfieiency of our schemes comparing with other ID schemes secure against
concurrent man-in-the-middle attacks in the standard model. It turns out that our fourth scheme is faster
than the Cramer-Shoup-based ID scheme.

Comparable schemes are divided into three categories. The first category is proofs of knowledge, the
second category is challenge-and-response ID schemes obtained from EUF-CMA signature schemes,
and the third category is the ones obtained from IND-CCA2 encryption schemes. Note that we are
considering schemes whose security proofs are in the standard model.

In the first category, to the best of our knowledge, the Gennaro Scheme is theffiwbshtebut is
no more #icient than the Cramer-Shoup-based ID scheme [13, 32, 14]. Moreover, the Gennaro Scheme
needs 3-round but the Cramer-Shoup-based ID scheme needs only 2-round. As for the second category,
all the known signature schemes in the standard model, including the Short Signature [3] and the Water's
Signature [35], are far more iffecient than the Cramer-Shoup-based ID scheme. And finally, in the third
category, the Cramer-Shoup-based ID scheme is the rfiaséet.

Therefore, we compare our schemes with the Cramer-Shoup-based ID scheme. Note that the Cramer-
Shoup key encapsulation mechanism (KEM) [32, 14] is also usable as an ID scheme because the KEM
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is IND-CCA2 secure. Hence we compare the ID scheme obtained from the Cramer-Shoup Encryption
Scheme(s, for short) and the ID scheme obtained from the Cramer-Shoup KEBWKEN, for short).

We remark that the Kurosawa-Desmedt Encryption Scheme [24] is not comparable because the KEM
part of it is not CCA2 secure [20].

Table 1 shows the comparisonT¥1 andID2 with theCS and theCS-KEM.

Table 1: Hficiency Comparison. et. means an elemenijng-et. means an element@y,

Scheme Assump. Max. Msg. Length Exponentiation
v p
(& DDH 4 g-et. 5 3
CS-KEM DDH 3 g-et. 5 3
D1 Gap-CDH  let+2g-et.+ OK)) 4 2
ID2 Gap-CDH 2 g-et. 4 2

We are estimating computational amount by counting the number of exponentiation. As in Table 1,
ID2 is the fastest and is faster than #teand theCS-KEM in one exponentiation in verifier and prover,
respectively,

As for the maximum message length, which in fact is the message in the first it also
the shortest and is shorter than €&-KEM in 1 group element (and is shorter than tt&ein 2 group
elements). The maximum message lengtif is somewhat long. It amounts to a several kilo byte
because of signature components, which appears as theQg@nin Table 1. Here we estimated it
considering the case of the Lamport One-Time Signature [25].

8 Conclusion

We gave a definition of non-malleable functions and malleability extractors. Using these notions, we de-
fined ID schemes of proofs of malleability. As a concrete example, we showed that exponentiation func-
tions are non-malleable functions with respect to the multiplication relation. By this non-malleability
and the tag framework with algebraic trick, we were able to construct a tag-based ID scheme that is a
proof of malleability. This tag-based scheme achieved the security against concurrent man-in-the-middle
attacks.

A generic method, the CHK transformation, was attractive to exit the tag framework, but the message
length became somewhat long. Fortunately we were able to resolve the matter by using a target collision
resistant hash function. This fourth scheme performs higfilgiently not only in message length but
also in computational amount. Actually, it was shown that it performs better than the Cramer-Shoup-
based ID scheme.

It is an interesting problem to find a non-malleable function in the RSA setting, to construct a mal-
leability extractor by some technique, and to build up an ID scheme based on a proof of malleability.
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A A Proof of the Proposition 1

Let& be any given PPT algorithm for the non-malleability game “Rrgto”. Employing& as subroutine,
we construct a Gap-CDH problem soluras follows. Letl = (q,¢) be an output ofirp(1¥). For
X1, Xp = Zg, PUtXy = g™ = fi(x1), X2 = ¢ = fu(%2). Sis giveng and g, Xy, Xp) as input.S invokes
& oninputd and (X3, Xz). In case tha€ queries its decision orac®s, g whetherX; is the related value
of f; to (X{, X)) w.r.t. R, S queries its DDH oracle®ODH about g, X7, X}, X3). If the answer is “Rur”,
thenS replies “True” to €. OtherwiseS replies “Rise” to E. In case that outputsXs, S queries
its DDH oracleDDH about g, X3, Xp, X3). If the answer is “Rue”, then S outputsXz. OtherwiseS
outputs a random element @y,

We evaluate the advantagesé&lfvins, thenXs is the related value of;, to (X;, Xo) w.r.t. R. That is,
Xz = f1(R(x1, X2)) = g’@*2. This means tha¥ wins. So we get

AV > AdvimES(K).

The left-hand-side is negligible kby the assumption of the proposition, so the right-hand-side is, too.
(Q.E.D)

B One-Time Signatures
A one-time signatur@TS is a triple of PPT algorithmsSGK, Sign, Vrfy). SGK is a signing key generator

which outputs a pair of a verification key and a matching signing kysgk) on input X. Sign and
Vrfy are a signing algorithm and a verification algorithm, respectively. We reqb#é be existentially
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unforgeable against chosen message attack (EUF-CMA) by any PPTfordére following experiment
is for the strong version.

Exprmt §réomq1%)
(vk, sgk) « SGK(1X), m « F(vk),o « Signgg(m),
(m', ") « F(vk, (m, o))
If Vrfy, (m,o’) = 1A (M, 0’) # (M o)
then return W\ else return bsk.

Then we defin@dvantage of~ over0TS in the game of existential unforgery in the strong sense against
chosen message attaals follows.

Advg TK) ' priExprmt SreomA1") returns Wh].

We say thabTS hasone-time security in the strong seri§dfor any PPT algorithmy, Advg}‘;;r_“a(k) is
negligible ink. We also say thalTs is a strong one-time signaturer, 0TS hasEUF-CMA property in
the strong sense

One-time signatures can be constructed, for example, based on the existence of a one-way function

([25)).

C Target Collision Resistant Hash Functions

Target collision resistant (TCR) hash functions [27, 30] are treated as a family. Let us denote a function
family asHfam(1) = {H,} .crkey1vy- HereHkey(1¥) is a hash key spacg,e Hkey(1¥) is a hash key and
H, is a function from{0, 1}* to {0, 1}¢. We may assume that, is from {0, 1} to Z4, whereq is a prime
of lengthk.
Given a PPT algorithn@#, a collision finder, we consider the following experiment.

Exprmt 5, e (1)
m— CF(1¥), u — Hkey(1¥),m «— CF (u)
If H,(m) = H,(m') then return Wk else return bsk.

Then we defin@dvantage o€¥ over Hfamin the game of target collision resistanas follows.

() E'PriExprmt'S’ (1% returns Wh].

ter
Adv HfamC¥F

HfamC¥#

We say thaHfamis a TCR function familyf, for any PPT algorithnC ¥, Adv}j}amc?(k) is negligible in
k.

TCR hash function families can be constructed based on the existence of a one-way function [27, 30].
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