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1 Introduction

A Bulk Access Transaction (BAT) refers to a transac-
tion which accesses large bulk of data. When scheduling
BATs, the high contentions of both data and resources
degrade the performance largely. This paper describes
the performance evaluation of the two new schedulers
of BATs, which we have proposed i [Ohmg9].

2 Simulation model

We test the performance of both Chain-WTPG sched-
uler (Chain) and K-conflict WIPG scheduler of K = 2
(K2), in [Ohm89]. Furthermore we test the performance
of Cautious Two Phase Lock (C2PL), Atomic Static
Lock (ASL) and NODC (no data contention). NODC
grants any lock at any time. C9PL is a variant of the
two phase lock in the cautious schedulers [Nis87].

Iigure 1 displays the siirmlation-model of a shared
nothing database machine. Its parameters are listed in
Table 1.

We assume the range partitioning of relations. Parti-
tions are located at data-nodes such that data-node id
= (partition-id modulo NumnN odes). Among NumParls
partitions, the first Numltots partitions are designated
as a hot set. if necessary. A transaction is modeled by a
sequence of read /write steps. r(P:C) (or w(l: C)) refers
to the read (or write) step to a partition P with its 1/0
demand C. Cis the numher of objects the step accesses.
An object is the unit of data in the bulk-data processing,
such as a cylinder of a disk in the sequential scan.

In each experiment, a transaction is notated by 1h-
pattern: stepl ~...— stephN. This means the sequential
execution of steps from stepl to stepN. A read-step (or
a write-step) requires a shared (S) (or exclusive (%))
Jock, and the locks are held until the commitiment.

The control node (CN) manages the centralized cou-
currency control of the partition Jocking-granules. Once
a lock is granted to a transaction T', ON sends T Lo a
data-node. In Table 1, kwipgtime is the CPU thne of
CN for computing E(g) of a lock-request ¢ in 182, and
reducetime is thal for computing the optimized serializ-
able order in Chain [Ohin89).

A data-node (DN) is modeled by Objlume: the Lime
to process an object al the node. On a data-node, a
step switches to the next waiting one after processing
each object.

Note that the values of both NumNodes and
Num Parts in Table 1 are much smaller than those in
short-terrn transaction simulations. The performance

metrics we use is the throughput ¢ at the saturated
point. 0 is the number of committed transaction per sec-
ond (TPS). It is measured by increasing A with mpl =
oo, and the saturated point is when 6 = 0.9, For each
measured point, the simulation runs in 1,000,000 clock
(1 clock = 1 milli-second).

3 Experiments and Discussion

The thrashing by the high data contention is caused
either by chains of blocking or by a hot set. We test the
performance of the above protocols on these thrashings.

Experiment1: Test on Chains of Blocking.

NumNodes = 8, NumParts =8, 16, 24, or 31,
Tr-patternl: x(Fi:1)— r(F2:5) — w(F1:0.2) -
w(F2:1).

In Ir-patternl, the first two read-steps require X-
locks and cause chains of blocking. Fi and F2 are ran-
domly chosen among NumParts partitions.

Figure 2 shows the throughputs versus NumParts.
Koo is K-WTPG of K = co. ASL, Chain, and K2 have
80% - 100% higher throughput than C2P1L in the figure.
Sinee ASL has no blocking, we can see that Chain and
K2 avoid chaius of blocking successfully. Comparing X2
with Koo, we can see that K-WTPG of a lower value of
K performs belter.

Fxperiment2: Test on a Hot Sct.

NumNodes = 8, NumParls = 32, Numllols =
4, 8, 16, or 24. Tr-pattern2: r(B:5) - w(Fi:1) —
w(F2:1).

These read /write steps request 5/ X-lock resp ectively.
B is chosen randomly among 8 “wead-only’ partitions.
spread over all the data-nodes. ¥1 and F2 are chosen
randomly amnong the other NumMots parbitions.

Figure 3 displays the throughputs as a function of
NaumHots. Since ASL permits the smallest nuinber
of active transactions, ASL has the lowest through-
put in the figure. At Numblol = 4, the ‘chain-form
constraint in [Ohm89] also degrades the theoughput of
Chain. K2 performs best because it allows any topology
of a WIPG [Ohm8Y). At Numilots = & und 16, both
K92 and Chain outperform C2PL because of chiains ©
blocking in C2PL.

we have seen that the available utilization of dat#
nodes are relatively low (about 60 %) in these exper
ments. 1t is because the high data contention has lim-
ited the inter-transaction parallelism of BATs. 5o the
intra-transaction parallelism should be highly utilized
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in the BAT processing.
Next we test the perforinance of both Chain and K2

when transactions declare the erroneous /O demands.

L,\permwnt.) Sensibivity Test.
NumNod(" = 8, Num/l (U/b"’[(’) Tr-pabternd i -
perimeit 1. The I/() demand of e: nh step is estunated
at ¢ by the formula: ¢ = Cy x (1 -+ 2), where & is

the exact 1/0 demzmd of the step. z 13 the error ratio,

given by the normal distribution of the average 0 and
the standard deviation a. (when o -7 -1, 0= 0).
We also use the protocol Chatn-C2PL {or K2-C211)

as the lower bound of Chaln (or K2), They are C2PL
except that & WITPG raust keep the copstraint of ‘chain-
formi’ and that of ‘I-contlict’ in [Ohm89] respectively.

Figure 4 displays the tlhiroughputs as a function of o,
At o = 0.5, Chain and K2 still keep 70% highec through-
put than (./A.)I.,, K2 is more sensitive 1o H.m error rafio
than Chain. Since Chain-C2PI, has the high through-
put, we can see thal Chain is insensitive becanse of iis
Tu contrast, K2 avoids chains of
the weights 1o the WTPG.

chain-form constraint.
blocking mainly using

4 Surmmary
This paper has presented the performance of tivo
new schedulers for scheduling Bullk Access "Dransactions.
In the simulation results,

the

these schedulers achieve sta-
ble and much higher performance than the two phase

lock and the atomic lock, even when transactions de.’

clare erroncous 1/0 demands. Tn our future works, it is
important to clarify the effects of the inbra~-transaction
parallelism in the BAT-processing.
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