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This paper presents PRESTO, a framework for architecture level power estimation. To
enable flexible adaptation to various hardware designs, PRESTO separates power model of
a hardware structure into three different layers: technology layer, circuit layer and dynamic
behavior layer. Furthermore, to increase software reusability, circuit models are built using
a hierarchical approach. This paper explains the design of PRESTO and presents validation
results of analytical power models for logic gates and SRAM structure. A case study in which
PRESTO is used to evaluate an architecture level power reduction technique for caches is also
described.

1. Introduction

With recent trend toward higher clock fre-
quency and larger transistor count, power and en-
ergy issues are increasingly important for modern
microprocessor design. In order to estimate and
optimize power at early design phases, many ar-
chitecture level power estimation tools have been
proposed recently [5–7, 9, 11, 14]. Among them,
those that use analytical power models are espe-
cially popular [6, 11], because the models by na-
ture can be applied to a wide range of architecture
design. Unfortunately, from a software design
perspective, those tools are lacking the flexibility
to make changes or extensions without requiring
major modifications to the existing implementa-
tions.

We have developed PRESTO, a framework for
architecture level power estimation based on an-
alytical power models. PRESTO emphasizes not
only on the accuracy of power models but also on
its flexibility as a software tool. PRESTO em-
ploys the following software design policies:

(1) Layering of power model : model for a hard-
ware structure is divided into three modeling
layers i.e technology layer, circuit layer and
dynamic behavior layer.

(2) Hierarchical circuit composition : model for a
large circuit is composed of models of smaller
subcircuits.

The first policy makes it easier to modify or ex-
tend a model in one layer without affecting other
layers. For example, in order to model different
process technologies, only the technology layer

needs to be modified. The second policy increases
the reusability of power model and the efficiency
of software development. Some components such
as decoder and memory cell can be repeatedly
used in multiple function blocks.

Taking advantage of the PRESTO’s layered
structure, we added in the technology layer ac-
curate device models based on analytical MOS
models of SPICE. Device parameters such as gate
capacitance per unit area are calculated directly
from SPICE model parameters. Thus, PRESTO
can model different process technology provided
appropriate SPICE model parameter set. We
have confirmed that the estimated energy con-
stants of simple logic gates and SRAM cell arrays
are within 10% of accuracy against SPICE.

As a case study, we used PRESTO for evalu-
ating a cache power reduction technique called
dynamic zero compression [12]. The hierarchical
circuit composition helped to incorporate circuit-
level modifications of the proposed cache with
small programming effort.

The remainder of the paper is organized as fol-
lows. Section 2 describes prior work and explains
our contributions. Section 3 describes the struc-
ture of PRESTO and discusses the advantages
of the design from a software design perspective.
The power models implemented in PRESTO are
explained and validated in Section 4. Section 5
presents a case study on dynamic zero compres-
sion for caches. Section 6 concludes the paper.

2. Prior Work

Generally, there are two approaches for power
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estimation : empirical approach and analytical
approach. Empirical approach uses power data
measured with lower level tools. Several in-
dustrial companies have developed architecture
level power estimation tools in this approach
[7, 8]. SimplePower [14] and AccuPower [9] also
use power constants obtained from layout imple-
mentation and circuit level simulation. Analyt-
ical approach estimates power from transistor-
level schematic. CACTI [13] [10] [11] estimates
cache access time, area, and energy consumption
per access based on an analytical SRAM model.
Wattch [6] models superscalar data path compo-
nents using similar SRAM models, as well as sev-
eral macro level assumptions on clocking power.
Combined with SimpleScalar tool set, it estimates
runtime power consumption of the simulated pro-
cessor.

CACTI and Wattch are popular because of the
inherent flexibility of their analytical power mod-
els. However, we see many extensions and refine-
ments that should be made to those tools. For
example, CACTI uses 0.8um process parameters
and assume that both delay and energy consump-
tion of a circuit scale linearly with technology fea-
ture size. This assumption is likely to produce
large errors as technology advances, so the pa-
rameters need to be corrected according to the
latest technology. Unfortunately, we found that
implementing the necessary extensions on those
tools is not straightforward due to the lack of
consideration in their software design. Our moti-
vation for developing PRESTO is to enhance the
extendibility of these tools by carefully redesign-
ing the software framework, and incorporate new
power models to improve their accuracy or widen
their use.

3. Software Design

3.1 System Overview

Figure 1 illustrates our system for architecture
level power estimation, where PRESTO is com-
bined with an instruction level performance sim-
ulator for general purpose superscalar processors.
First, PRESTO builds a power model for each
function block in the target processor. It defines
states of the block and power consumed when the
block is in each of the states. Then the perfor-
mance simulator simulates execution of a given
binary and sends messages to PRESTO that con-
tain access information on each function block.

Instruction Level
Performance
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Architecture
Configuration

PRESTO

Design
Parameters

Technology
Parameters

Energy Per Access

Access Statistics
Power Per Cycle

Energy

Fig. 1 Architecture level power estimation using
PRESTO.

On receiving the messages, PRESTO collects ac-
cess statistics and calculates power on a per-cycle
basis.

PRESTO takes design parameters and technol-
ogy parameters as input. Design parameters in-
clude transistor sizes and wire lengths used in
modeled function blocks. To give an example,
there are about 50 parameters for a cache. Tech-
nology parameters include SPICE model parame-
ters, interconnect parameters such as capacitance
per unit length, and several design rules such as
minimum wire spacing. Apart from those cir-
cuit level and device level parameters, architec-
ture level configuration parameters must be spec-
ified, such as cache size and number of ports. All
the parameters are listed in an input text file so
that they can be changed without recompilation.

3.2 Model Layering

PRESTO comprises three modeling layers:
technology layer, circuit layer, and dynamic be-
havior layer. Figure 2 illustrates the relationship
between the three modeling layers using UML no-
tation. The technology layer is implemented as a
composition of MOS FET, interconnect, and de-
sign rules classes. It calculates parasitics of the
devices using technology parameters given by the
user. The circuit layer manages design param-
eters specified by the user and describes circuit
structure. It then defines states of the circuit and
power consumption for each of the states. All cir-
cuits are implemented as subclasses of an abstract
class named Circuit. The circuit classes are tech-
nology independent : only when calculating ab-
solute amount of power consumption, they make
a request for device parameters to the technology
class. Dynamic behavior layer records runtime
states of the circuit such as activity factors of cir-
cuit nodes (i.e. the probability that an input sig-
nal to the gate causes a transition that consumes
energy). Each dynamic behavior class is linked to
a circuit class. During binary simulations, it de-
termine the current state of the circuit according
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Fig. 2 Relationship between modeling layers.

to the messages from the performance simulator,
and derives power consumption from the circuit
class.

The layering of the models enables modifica-
tion or extension of models in one layer without
affecting models in the other layers. For example,
all technology-dependent models are enclosed in
the technology layer, so that the circuit models
can be used over technology generations without
any modification. It is also easy to replace or
add device models in the technology layer to ex-
ploit emerging technology characteristics. Simi-
larly, the dynamic behavior layer decouples run-
time characteristics of a circuit from its static
hardware structure. Changes in the dynamic be-
havior layer, including interface between the per-
formance simulator, have little effect on the other
two layers.

3.3 Hierarchical Circuit Composition

Circuit layer follows a hierarchical design strat-
egy. A circuit class can be built using one or more
other circuit classes that represent smaller sub-
circuits. Figure 3 shows the design of cache class
in the circuit layer. The cache is composed of
data arrays and tag arrays which are instances of
SRAM subbank class. The SRAM subbank class

SRAMArray

NAND

Decoder

SRAMSubBank

SRAMCell

Data : SRAMSubBank
Tag  : SRAMSubBank

Cache

NOR INV Wire

Fig. 3 Hierarchical implementation of cache class in
the circuit layer.

comprises instance of SRAM macro class and de-
coder class, which are in turn built from instances
of logic gate class, wire class, etc.

Such implementation has two advantages.
First, some circuit classes can be repeatedly used
in one or more classes. In this example, SRAM
subbank class is used for both data array and tag
array. Decoder class can also be shared by other
classes that comprises array structures, such as
register file. Second, any change in a subcircuit
class is automatically reflected to the classes that
use it. If the decoder is replaced with another of
different design, the change is instantly reflected
to cache data array, tag array and register file,
Those composite classes do not have to be aware
of the modification themselves. Thus, the hier-
archical design improves software reusability, and
reduces task of developing models for new circuit
designs.

4. Power Models

4.1 Features

The fundamental power models currently im-
plemented in PRESTO are similar to those used
by CACTI and Wattch. PRESTO estimates
dynamic power consumption based on the well
known equation P = αfCV 2

dd. Here α is activity
factor managed by the dynamic behavior layer,
and C is the equivalent capacitive load estimated
by the circuit layer and technology layer.

Unlike previous tools, however, PRESTO de-
rives C using SPICE model parameters. Most
existing tools rely on empirical device parameters
tailored for them, so in order to simulate different
process technology, user must extract the param-
eters using lower level tools or predict them from
the parameters of the past generations. To en-
able more flexible adaptation to different process
technologies, we have implemented in the tech-
nology layer a class that calculates MOS capaci-
tances directly from SPICE model cards [3]. The
class uses MOS model equations of SPICE in re-
duced forms : all terms that depend on potential
level of the MOS terminals are replaced by fixed
constants. For example, drain capacitance is pro-
portional to the reverse bias Vr at diffusion edge,
so we take an average assuming 0 ≤ Vr ≤ Vdd.

Using SPICE parameters, PRESTO can ex-
ploit process characteristics in a straightforward
way : different process can be modeled by
merely preparing appropriate SPICE parameter
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Fig. 4 Energy consumption of a FO4 inverter.

set which is widely recognized as a standard in
LSI design. If needed, however, user can also
selectively use empirical parameters instead of
the SPICE model parameters. Since the technol-
ogy layer is decoupled from other layers, the de-
vice models can be exchanged without disturbing
other layers. It should also be noted that the cal-
culation of the device parameters is usually done
only once at simulator initialization phase, so its
impact on the simulation speed is negligible.

4.2 Validation

We validated our power models based on
SPICE parameters against HSPICE simulator it-
self. In all experiments, we used SPICE model
cards and metal parameters from Berkeley Pre-
dictive Technology Model (BPTM) [1].

We first measured energy consumed by a FO4
inverter at a signal transition. Figure 4 shows
the results. For 130nm to 45nm technology, our
model was within 7% of error against SPICE. As
a reference, the figure also shows a simple esti-
mation similar to CACTI, which assumes that,
after 130nm technology generation, the energy
consumption scales linearly with the feature size.
It can be seen that the linear scaling does not
match well to the predicted technology roadmap.

For gates that include series-stacked transistors,
the problem is more difficult because their equiva-
lent input and output capacitances depend on the
potential levels of the nodes in the stack. Figure 5
shows output capacitances of NAND gates with
different input patterns. The output capacitance
of a NAND is maximum when all the inputs are
logical ’1’, because drain capacitances of all the
stacked NMOS contribute to it. Conversely, the
capacitance is minimum when the top NMOS in
the stack is off. SPICE indicates that the maxi-
mum capacitance is larger than the minimum by
as much as 60% for the 4-input NAND gate. To
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Fig. 5 Output capacitance of a NAND gate at 100nm
process.
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Fig. 6 SRAM read energy at 100nm process.

account for the difference, PRESTO calculates
both maximum and minimum capacitance. An
user can use either of them according to his/her
needs. The estimations for maximum and mini-
mum capacitances were both within 6% of accu-
racy.

Finally, we simulated a SRAM read operation
on a circuit that consists of memory cells, word-
lines, bitlines and precharge transistors. Figure 6
shows the results for 100nm process. Our model
which ignores transistor’s non-linear characteris-
tics overestimated capacitances of the pass tran-
sistors in the memory cells, but the error was
within 10%.

5. Case Study : Dynamic Zero Compres-
sion for Caches

We used PRESTO to evaluate a recently pro-
posed power reduction technique called dynamic
zero compression (DZC) for caches [12]. The idea
of DZC is to compress zero byte data to reduce
SRAM access energy. For every zero-valued byte,
only a single bit flag is read or written instead
of full eight bits. Thus, energy consumed by bit-
line swings can be reduced to approximately one
eighth of the baseline cache. In the original paper,
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Villa et al. evaluated the technique on a cache
implemented physically on 0.25um process. How-
ever, such experiment requires considerably large
effort. PRESTO is useful to estimate potential
energy savings and explore a wider design space
before proceeding to lower level design phases.

5.1 Validation

We implemented circuit layer models for a base-
line cache and a DZC cache following the descrip-
tion of [12]. Because some details on the cache
design are not given in the paper, we referred
to [4] for memory cell size and sense amplifier
energy constant, to SCMOS design rule [2] for
wire spacings, and to [13] for the design of de-
coder and IO circuit. DZC requires circuit level
modifications, such as adding zero-byte detection
logic and wordline gating circuit. In order to take
into account the overhead incurred by those ad-
ditional circuits, we created their model by com-
posing logic gate classes, and incorporated them
to the baseline SRAM macro class. At dynamic
behavior layer, we modified cache class so that it
recognizes zero-valued bytes in the accessed data
and determines cache states accordingly.

In order to validate the model, we provided
PRESTO with device parameters of TSMC
0.25um process in which the cache was originally
implemented and compared the estimated energy
constants with those reported in [12]. Figure 7
shows energy breakdown of the baseline cache for
reading a 32-bit word. It can be seen that our
model shows similar characteristics as the orig-
inal paper. Although we do not show the data
in detail, we have also confirmed that estimation
for the maximum energy saving and overhead in-
curred by the DZC technique are close to the data
presented in the paper, 40% saving and 19% over-
head per read and 67% saving and 17% overhead
in maximum per write relative to the baseline
cache.

5.2 Experimental Results

Using our cache model, we estimated the ef-
fect of the DZC technique under different con-
ditions. The technology assumption is changed
from 0.25um to BPTM 0.10um process. Data
width is extended from 32 bits to 64 bits, and
cache size is also increased accordingly.

We simulated eight applications from SPECint95
using our cycle-level simulator. The input param-
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Table 1 Processor configuration assumed in the cycle-
level performance simulator.

Parameter Configuration
Pipeline stages 10
Arith/Logic units 4
Address units 2
Reorder buffer size 64
Load/Store queue size 20
Fetch/Decode/Rename/Retire width 4
L1 Instruction cache 32 KB
L1 Data cache 32 KB
L2 Unified cache ideal
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Fig. 8 Data cache energy consumption.

eters for the applications are adjusted so that the
executions finish between 100-300 million instruc-
tions. Processor configuration used in the simu-
lation is given in Table 1.

Figure 8 shows the effect of DZC applied on a
L1 data cache. The cache is 64B line, 2-way set
associative, 3-ported (2 read ports and 1 write
port), and is divided into macros of 128 rows of 64
columns. The energy savings range from 49% to
59%, 55% on average. The savings are larger than
the results presented in [12] because of increased
percentage of zero bytes in 64-bit applications.
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6. Conclusions and Future Work

This paper presented PRESTO, a framework
for architecture level power estimation based on
analytical power models. PRESTO emphasizes
not only on the accuracy of power models but
also on its flexibility as a software tool. It sepa-
rates power model of a hardware structure into
three different layers: technology layer, circuit
layer and dynamic behavior layer. This is use-
ful for modifying or extending a previously im-
plemented model in one layer without affecting
models in the other layers. Furthermore, circuit
models are built using a hierarchical approach to
increase software reusability.

In order to enable flexible adaptation to differ-
ent process technologies, we implemented in the
technology layer a model that calculates device
parameters directly from SPICE model param-
eters. Our power models on simple logic gates
and SRAM structure were approximately 10% of
accuracy against SPICE simulation. As a case
study, we used PRESTO for evaluating dynamic
zero compression for caches. Taking advantage of
hierarchical circuit composition policy, we effec-
tively incorporated circuit-level design modifica-
tion required for the technique into the baseline
cache model. We then evaluated the technique
under different conditions than the original pa-
per, and showed its effectiveness on wider data
width and latest process technology.

Currently, PRESTO estimates only dynamic
power consumption. We are now working on the
model of static power as well which is an increas-
ing portion of overall processor power consump-
tion. We also intend to carry out further val-
idation of power models at layout level and at
larger macro level. Finally, we plan to develop
models for various hardware structures and ex-
plore architecture level low power design space
with PRESTO.
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