Identification of Scenes in News Video from Image Features of Background Region
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Abstract

In this paper, we will introduce a content identification method based on character region segmentation, which will be used for automatic news video indexing. As a result of a preliminary scene identification experiment based on background region image feature analysis, the proposed method showed higher relativity between the evaluation data and the most related training data.

1 Introduction

As the amount of broadcast video data increases, it is becoming more and more important to store them in a well-organized manner, considering their recycling and retrieval. Above all, television news programs are worthwhile indexing considering the importance and usefulness. Currently this process is mostly done manually, but automatic indexing is in big demand both to cope with the increasing amount and to achieve sufficient precision for detailed retrieval.

We are trying to accomplish this task by referring to both video data and accompanying textual data of television news programs. In order to enable high quality indexing for detailed retrieval, simple tagging of keywords as seen in many conventional methods is insuffient, and semantic analysis of keyword candidates is indispensable.

There have been various attempts to automatically index television news video from this approach as prominent in the Informedia project's [14] News-on-Demand system [15]. Nonetheless, although they do satisfy the demand for automatic indexing to a certain extent, their indexing strategies are mostly based on statistics, or just simple occurrence of words and phrases. These strategies do not necessarily ensure the correspondence between the indices and the image contents. Although they may satisfy demands for retrieving a whole news topic, it is not sufficient for retrieving short video segments, where keyword candidates may exist in adjacent segments. Moreover, ensuring such correspondence is crucial, in order to provide indices that depict certain topics occurring in such short segments.

Reflecting this issue, we are currently working on an automatic video indexing system, which performs indexing considering such correspondences. In the image processing part of this system, identification of image contents is required. This paper describes an image feature based video content identification method and show the result of a preliminary scene identification experiment.

1.1 Indexing Reflecting Image Contents

To realize an indexing method that reflects image contents, we are proposing a system that matches keyword candidates and video segments by checking the correspondence of attributes derived from each media, as shown in

Figure 1: Indexing system overview.

Figure 1. Since it is extremely difficult to check general correspondences, the attributes are limited to the so-called 4W i.e. (1) Who, (2) Where, (3) When, and (4) What. These are surely not sufficient for general video, but would serve for news video where it is natural to expect a query such as, 'I want to see someone doing something at somewhere sometime.'

In order to consider such correspondences, it is necessary to employ knowledge on relations between image features and contents. Among the four attributes, we will exclude (3) from the following discussion, since it does not have much to do with image features. Regarding (1), Satoh et al. have realized an indexing considering the 'personal keyword - character' relation in the Name-It system [12]. For (4), Nakamura and Kanade [10] and Ide et al. [6] have realized shot classification based indexing methods.

Thus, in this paper we will concentrate on knowledge acquisition and image content identification required for considering (2), i.e. 'locational/organizational keyword - scene' relation. Although such acquisition and identification would be considered extremely difficult in general, it will be realized by taking advantage of the characteristics of news video, that they tend to be taken under similar conditions for typical contents, i.e. location, camera position, angle, and so on.

As for the text analysis, the source text will be provided from (open) captions. Among the captions, index candidates will be limited to noun phrases, and semantically analyzed [4]. We will not discuss further about text analysis in this paper, but analysis applied to 2,546 captions that appeared in 370 minutes of actual news video showed precision and recall of 72.47%, 82.35% for personal keywords, 54.77%, 88.47% for locational/organizational keywords, 41.93%, 93.50% for temporal keywords, respectively.
Figure 2: Hierarchical Structure of Video and Term Definition.

1.2 Term Definition

Figure 2 describes the hierarchical structure and term definitions of video. A video consists of still images called frames, and a sequence of graphically continuous frames is called a shot. The incontinuous point between shots is called a cut. The indexing method introduced in 1.1 aims to provide indices to shots. A sequence of graphically and/or semantically similar shots is called a scene. The latter is equivalent to a news topic in the case of a news video.

2 Video Content Identification by Image Feature Analysis

In order to realize an indexing system as described in 1.1, content identification from image features is necessary. In this Section, we will introduce an identification method based on character region segmentation, after citing several related works.

2.1 Related Works: Relating Image Features with Image Contents

As for acquiring relations between graphical features and concept classes, several attempts have been previously made.

Pioneering works have been made in the field of Kansei engineering or human interfaces, such as Kurosaki and Kato's ART MUSEUM system[7], which relates graphical features with personal visual impressions (mostly expressed by adjectives). Since they deal with personal impressions, the relations are optimized for each user, and moreover they are limited to a group of certain adjectives.

As more related works, image and video shot classification has recently been focused upon by various groups. Satou and Sakauchi have developed a typical shot recognition model framework named GOLS [13]. The framework employs a descriptive rule for shot recognition in order to classify news video, which requires manual classification rule description by users.

On the other hand, Huang et al. have introduced a hierarchical image classification scheme based on relations between graphical features extracted from collection of images and their titles [9]. Likewise, Mo et al. have proposed a video shot classification system based on statistically acquired models [8]. We have also tried to acquire general relations between conceptual classes of (open) captions and image features [5], which showed limited ability. These methods are similar to the current task from the point of view of automatic classification model acquisition based on relatively simple image features. Nonetheless, they seem to be applicable to vague but not concrete classifications, without manual supervision.

As the last and most related work, Mori et al. are proposing a text-image combined dual clustering method [9]. This method relates a graphical feature vector with explanatory texts from an encyclopedia, so that the input of an unknown image returns texts that explain the contents of a similar image. The idea of creating relations between graphical feature space and textual concepts is very close to our method, but the point that they do not generalize textual concepts makes it somewhat different.

2.2 Content Identification by Character Region Segmentation

As a characteristic of news video, most topics are related to human activities. On this account, there would most likely be a facial closeup of some person in the image. On the other hand, in case of a frequent topic, the background scene (location) of the people tend to be common, even if the people vary from time to time.

Considering such characteristics, it could be possible to identify scenes referring to the image features of background regions, after excluding personal body region. This would be considered extremely difficult in general, but it should be possible to some extent, since news videos tend to cover similar topics under similar circumstances.

As shown in Figure 3, we propose a method that identifies contents based on character region segmentation. The method segments a character region from the background region, in order to identify the individual content, i.e. who the character is, where the scene is, and what the whole image is about. Among these identifications, we will focus on identifying the scene in this paper, as previously noted.

Preprocess

The following preprocesses were performed before the identification:

- Digitization of Video
  Digitization of video was done under the following condition:

<table>
<thead>
<tr>
<th>Spatial Resolution</th>
<th>320 × 240 pixels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Color Resolution</td>
<td>24bits (RGB 8bits each)</td>
</tr>
<tr>
<td>Temporal Resolution</td>
<td>15 frames/second</td>
</tr>
<tr>
<td>Frame Compression</td>
<td>JPEG</td>
</tr>
<tr>
<td>Video Compression</td>
<td>none</td>
</tr>
</tbody>
</table>

- Cut Detection
  Among various methods introduced to detect shot boundaries, or cuts, we employed the discrete cosine transformation (DCT) feature method [1]. The method showed 99.78% precision and 92.05% recall of a 370 minute news video with 1,512 cuts. We then manually corrected the automatically detected cuts, in order to evaluate the scene identification method independently.

Region Segmentation

After the shot segmentation in the preprocess, character region segmentation from the background region is performed to the frames in the shots. Although it is desirable to perform the region segmentation to all the frames in a shot, we selected the top one as the representative frame of the shot, to reduce computational costs.

We assumed that a character in news video will be taken from the front in a good lighting condition, so that a fixed model as shown in Figure 5 would detect a character region based on the location and the size of a facial region. As for facial region detection, we employed Rowley et al.’s neural network-based tool, namely face detector [11]. The method detected every single anchor point in a total of 173 studio shots without mis-detection, and the character regions...
detected according to the model in Figure 5, seemed to be accurate. Nonetheless, contrary to our assumption, a considerable number of facial regions were either not detected or mis-detected, due to poor lighting condition and diagonal shooting.

We will consider other facial region detection methods and contour extraction methods to improve the ability of automatic character region segmentation in the future. For the meantime, again we manually segmented the character regions from the images used for the experiment.

**Image Feature Extraction**

After region segmentation comes the image feature extraction. Although image feature of any abstract level could be employed, we will choose relatively simple ones both to acquire general knowledge for robust identification, and to decrease computational costs. Appropriate features required for identification should differ among regions. We used color related features for background scene identification in the experiment. For facial identification, relative locations between facial parts might be used, or eigen faces may be used as in Namest [12].

**Content Identification Referring to Knowledge Base**

Contents of each region will be identified by comparing the feature vector of the region to the vectors in the kno-
edge base, and evaluating their relatedness. Act identification is somewhat different than the other two. It will be identified by the combination of the identified scene and character, similarly to the previously introduced shot classification methods [6, 10].

Knowledge (i.e., relations between image contents and features) could be described by small numbers of representative vectors, but since we were not sure if the same content would form a dense cluster in the feature space, we decided to employ a case-based reasoning-like identification method.

Tracking of Identical Contents

As shown in Figure 4, identical contents (scenes and/or characters) may exist across several shots. In order to define an indexing section, tracking of identical contents is necessary. This will be realized by evaluating relatedness of each segmented region among shots. The relatedness will be evaluated as it is done in the identification process.

3 Scene Identification Experiment

In order to evaluate the reality of the proposed method, we performed an background scene identification experiment.

3.1 Image Features Used for the Experiment

The following two color related features were used separately in the experiment.

Color Histogram

Color histogram $H(c_i)$ is the probability of a pixel to be colored in $c_i$, and is defined as follows:

$$H(c_i) = \frac{\text{Number of pixels colored in } c_i}{\text{Total number of pixels}}$$

$i = 1, 2, ..., 64$

Color Correlogram

Color correlogram $C(c_{j1}, c_{j2}, d)$ is the probability of two pixels at a distance of $d$ to be colored in $c_{j1}$ and $c_{j2}$, and is defined as follows:

$$C(c_{j1}, c_{j2}, d) = \frac{\text{No. of pixel pairs at a distance of } d \text{ colored in } c_{j1}, c_{j2}}{H(c_{j1}) \times H(c_{j2})}$$

$(j1, j2 = 1, 2, ..., 16; d = 1, 2, 3, 4)$

In contrast with color histogram that represents macro color characteristics, color correlogram represents micro color characteristics. For example, as exemplified in Figure 6, a color correlogram can distinguish a large circle from a group of polka dots of the same area in total, where a color histogram cannot.

The maximum values of color resolutions $(i, j1, j2)$ and distance $(d)$ denoted in the equations are those used in the experiment. As a result, (1) 64 dimensional color histogram, and (2) 1,024 dimensional color correlogram vectors were used separately in the experiment. Note that colors were defined by linearly segmenting the RGB color space, and that distance was measured by the chess board (8 neighbor) distance, for convenience.

3.2 Conditions

Characteristics of Experimental Data

Fifteen 15 minutes news video, a total of 225 minutes was used for the experiment. Although, there were 1,542 shots in the video, we limited the data for the experiment to domestic political shots, since a certain number of data were needed for training. Concretely, (1) Cabinet meeting (27 shots), (2) Parliament (20 shots), and (3) Press briefing (16 shots) were chosen from the source, and one shot from each class was randomly chosen as an evaluation image, which makes the size of training image set to 90 shots.

Relatedness Measure

The following equation was used in order to measure the relatedness $f_r$ of feature vectors between an evaluation image ($\vec{F}_e$) and a training image ($\vec{F}_t$):

$$f_r \equiv \cos \theta = \frac{\vec{F}_e \cdot \vec{F}_t}{||\vec{F}_e|| \cdot ||\vec{F}_t||}$$

The equation denotes the cosine of the angle $\theta$ between the two vectors ($0 \leq \cos \theta \leq 1$).

3.3 Result

The result of background scene identification following the conditions is shown in Table 1. There were images with and without large character regions among the training images. In the former case, character regions are segmented from the background region, and in the latter case, the entire image is considered as background region. The evaluation image was selected among the former images. The relatedness was evaluated with and without segmentation to see the difference. Note that (2) Parliament did not have enough sample for performing background region segmentation. Figure 7 shows different types of relatedness comparison performed in the experiment and shown in the result.

As for scene identification from relatedness to the training images, majority of the k-nearest neighbor was inferred as correct. The result shows that especially in the case of (1) Cabinet meeting, comparison with segmentation shows better performance than without segmentation, and correlogram better than histogram. Although we could not observe clear difference in other cases, the value of relatedness measure ($f_r$) shows clear difference between comparison with and without segmentation.
Table 1: Result of Scene Identification Experiment: $(f_r)$ shows the relativity between the evaluation image and the top related training image.

<table>
<thead>
<tr>
<th>Scene Classes of Evaluation Images</th>
<th>Number of Training Data</th>
<th>Numbers of Correct Scenes Among Top k Related Images Color Histogram $k=1$ $(f_r)$ k=3 k=10 Color Correlogram $k=1$ $(f_r)$ k=3 k=10</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Cabinet meeting (with segmentation)</td>
<td>17 1/1 (0.957) 3/3 9/10</td>
<td>1/1 (0.936) 3/3 8/10</td>
</tr>
<tr>
<td>(1) Cabinet meeting (w/o segmentation)</td>
<td>17 1/1 (0.909) 3/3 7/10</td>
<td>1/1 (0.905) 3/3 6/10</td>
</tr>
<tr>
<td>(1) Cabinet meeting (overall)</td>
<td>26 1/1 (0.957) 3/3 10/10</td>
<td>1/1 (0.936) 3/3 8/10</td>
</tr>
<tr>
<td>(2) Parliament (overall)</td>
<td>19 1/1 (0.988) 3/3 9/10</td>
<td>1/1 (0.987) 3/3 10/10</td>
</tr>
<tr>
<td>(3) Press briefing (with segmentation)</td>
<td>10 1/1 (0.947) 3/3 8/10</td>
<td>1/1 (0.967) 3/3 8/10</td>
</tr>
<tr>
<td>(3) Press briefing (w/o segmentation)</td>
<td>10 1/1 (0.900) 3/3 7/10</td>
<td>1/1 (0.895) 3/3 8/10</td>
</tr>
<tr>
<td>(3) Press briefing (overall)</td>
<td>15 1/1 (0.947) 3/3 7/10</td>
<td>1/1 (0.967) 3/3 8/10</td>
</tr>
</tbody>
</table>

4 Conclusion

We have introduced an indexing method that considers image contents, and proposed a content identification method based on character region segmentation. Among various contents, we focused on background scene identification, and performed a preliminary identification experiment, which showed limited but promising results. As the result of the experiment, although there was not much difference in identification with and without segmentation, relativity between feature vectors showed higher value with segmentation.

Although there were not much difference between the two image features used in the experiment, it would generally be considered that appropriate features for identification vary among contents. Thus, we will try to weigh features according to their contribution to the contents in the future. We will also employ other features and scenes to evaluate the method under more general condition.
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