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ABSTRACT
Reflecting the demand for recycling and retrieval of video,
we are proposing an automatic indexing system for news
video that considers correspondences between textual in-
dices and image contents. In this paper, we focus on the
background image content (i.e. scene) identification por-
tion of the system. The analysis is performed by segment-
ing (human) character region from background region, and
was applied to actual news video for evaluation. The over-
all result showed the effectiveness of the proposed method
by 7 to 8%, and indicated that character existence itself is
an important feature. Individual observation among various
scenes indicated that multiple features should be combina-
torily used according to each scene, and that the data set
should be exponentially extended for higher performance.

1. INTRODUCTION
1.1 Background
Reflecting the demand for recycling and retrieval of video
data, automatic video indexing has become a major research
topic as prominent in the News-on-Demand system [9] in
the Informedia project. Nonetheless, most general indexing
methods simply utilize indices extracted from speech or text
in the video, and correspondence between index and image
content are rarely concerned except in special applications,
such as facial image and human name.

1.2 Indexing considering image contents
Considering the above mentioned issues, we have been propos-
ing an automatic indexing system that considers correspon-
dences between indices derived from texts in the video and
image contents. News video is chosen as an application,
since it is a rich and valuable information source.

The actual indexing concept is shown in Figure 1. First,
alignment of information derived from both text and image

Figure 1: Concept of the indexing system that con-
siders correspondences between indices and image
contents.

in the video are analyzed in four attributes; the so called
‘4W’, i.e. ‘When’, ‘Where’, ‘Who’, and ‘What’. Such re-
strictions may seem quite limited for general applications,
but could be considered appropriate when expecting queries
to news video. Next, correspondence in each alignment is
checked to ensure correct indexing. Thus, indexing consider-
ing correspondence between textual index and image content
will be realized.

In this paper, we will focus on the image content analysis
portion of the system, by first introducing the method and
next applying it to actual news video for evaluation. The
analysis is performed by segmenting (human) character re-
gion, if any, and background region, in order to handle them
separately.

1.3 Term definition
Figure 2 describes the hierarchical structure and term def-
inition of video components. A video consists of still im-
ages called frames, and a sequence of graphically continu-
ous frames is called a shot. The incontinuous gap between
shots is called a cut. The proposed indexing system aims to
provide indices to shots as minimum units. A sequence of
graphically and/or semantically continuous shots is called a
scene. The latter is mostly equivalent to a topic in the case
of news video.



Figure 2: Hierarchical structure and term definition
of video.

Figure 3: Image contents analysis by character re-
gion segmentation.

2. IMAGE CONTENT ANALYSIS BY CHAR-
ACTER REGION SEGMENTATION

2.1 Overview
There have been image content analysis methods based on
segmentation; mostly segmentation to fixed rectangular blocks
in order to apply to general images and objects. However,
as news programs focus on providing mostly important in-
formation on human activities, there is a big chance that a
considerably large (human) character appears in the image.
This characteristic provokes the importance to take special
consideration in character existence when analyzing news
video.

There are image content analysis methods based on typical
shot classification that refer to existence, location, and size
of characters in news video [2, 6]. We do use this sort of
analysis in the proposed indexing system when identifying
the action (‘What’), but in order to analyze the character
(‘Who’) and the scene (‘Where’), it is necessary to segment
and separately analyze character region and background re-
gion. Moreover, such separate analyses may lead to more de-
tailed analysis of the entire image compared to conventional
methods without segmentations or with fixed segmentation.

As shown in Figure 3, we will segment and separately ana-
lyze character region (consists of head/facial region and body
region) and background region, when there is a facial region
of certain size and direction. Among the individual analyses,
‘Who’ is related to various works done in the face recognition

Figure 4: Template for character region estimation
from facial region.

field, and moreover there is an automatic news video index-
ing method that relates facial images and personal names
derived from texts in the video [8]. As for ‘What’, there
are rough analysis methods as previously mentioned [2, 6].
Thus we will concentrate on analyzing ‘Where’ in this pa-
per; first introduce a scene identification method based on
image features of background region, and next show an eval-
uation experiment applied to actual news video. This ap-
proach to scene identification should improve the precision
by eliminating mal-effects caused by the mixture of image
features of character and background regions as in conven-
tional methods.

2.2 Character region segmentation
In order to realize the analysis as described in 2.1, character
regions should be segmented from the background region.

We applied a template as shown in Figure 4 to determine
head and body regions from a facial region. This simple
segmentation method was chosen based on the estimation
that characters in news video tend to be taken (1)under
good lighting condition, and (2)from the front. As for facial
region extraction, we utilized a neural-network based tool;
‘the Face Detector’ [7] developed at CMU.

Although the estimations were applicable to a certain ex-
tent, not all situations allowed their appliance (especially
estimation (2)). On the other hand, in the case of anchor
people in a studio, the estimations were completely appli-
cable, which resulted in complete detection of their facial
regions and character region segmentation based on the tem-
plate. Thus in the following experiment, character regions
were manually segmented, except for anchor people in a stu-
dio.

3. SCENE IDENTIFICATION REFERRING
TO IMAGE FEATURES OF BACKGROUND
REGION

After character region segmentation, content analysis, i.e.
scene identification of background region is done referring to
knowledge on relations between contents (scenes) and image
features. In order to realize the identification, such knowl-
edge should be acquired beforehand.

It may seem extremely difficult to acquire such knowledge
from general images. Nonetheless, since news video tend
to focus on specific events periodically or intensively, if a
data set of a certain size is available, it should be realistic



Figure 5: Scene identification process.

to acquire knowledge on relations between frequent scenes
and their image features. Under such expectation, in this
work, scenes are identified by a case-based approach where
cases are correspondences between scene names and image
features. The simple case-based approach was taken in this
case since the size of the data set was relatively small. Al-
ternative approaches should be taken when applying to a
larger data set.

3.1 Related works: Content analysis based on
image features

Before going into details of the method, we will introduce
related works on content analysis based on image features.

As early works, Kurita et al. created a correspondence map
between impressional adjectives and image features statisti-
cally acquired from user studies for an art museum database
[3]. Such methods are often used in the field of cognitive en-
gineering, but problems and their solutions differ in the case
of acquiring relations with concrete objects, which is neces-
sary to handle news video.

Conventionally, when handling concrete objects, the rela-
tion was described by a precise (sometimes 3 dimensional)
graphical model of an object, and/or by extremely limiting
the object domain. As a fairly general model, Mori et al.
are proposing a method that relates annotations and image
features of pictures provided from an encyclopedia [5]. They
first cluster words according to general co-occurrences, and
next form image clusters in an image feature space based on
the similarity of annotations derived from an encyclopedia.
This enables the retrieval of annotations and terms related
to a query image, but the target is too general to achieve
realistic performance.

On the other hand, Mo et al. are proposing a sports video
classification method based on relations between clustered
training images and sports genres [4]. Although their aim
and case-based approach is similar to the proposed method,
they identify the genres from the entire image and do not
look into the semantic structure of images, which may lead
to decrease in performance.

3.2 Scene identification process
Scene identification is performed following the process de-
scribed in Figure 5:

Table 1: Numbers of images in the pre-classified
scenes.

Pre-classified Character Region
Scenes With Without Total

1) Cabinet meeting 22 10 32
2) Parliament 31 21 52
3) Press conference 11 6 17
4) Court 6 23 29
5) Studio 231 0 231

Others 124 332 456
Total 425 392 817

1. Extract character region:
Extract character regions if characters with certain size
and face direction are found in the image.

2. Extract image features:
Segment the extracted character regions apart and ex-
tract image features from the background region. When
there is no character region, treat the whole image as
background.

3. Measure similarity:
Measure the similarity of the features between the test
data and all the other pre-indexed images (training
data) in the database.

4. Identify scenes:
Identify scenes referring to the indices annotated to
the top rated similar images.

4. SCENE IDENTIFICATION EXPERIMENT
4.1 Conditions
Following are the conditions under which the scene identifi-
cation experiment was performed.

4.1.1 Image source
The first frames from 817 shots selected from twenty 15 min-
utes news video recorded in two different periods through a
year were used in the experiment. Several frequent scenes
were selected in order to see the identification ability de-
pending on different situations. Correct scenes were man-
ually given beforehand in order, and only, to evaluate the
results. The selected frequent scenes were the following four
domestic scenes:

1. Cabinet meeting

2. Parliament

3. Press conference

4. Court

and

5. Studio

as a special scene.

Table 1 shows the numbers of cases in the data set that
belong to each frequent scene. Note that when less than



Table 2: Conditions of video capturing.
Spatial resolution 320 pixels wide × 240 pixels high
Color resolution 24 bits (8 bits each for R, G, B)
Temporal resolution 15 frames per second
Frame compression JPEG
Video compression None

Figure 6: Difference between color histogram and
correlogram.

three large and frontfaced characters existed, character re-
gion segmentation was applied (Indicated as ‘With’). None
or more than four characters were considered as part of the
background region (Indicated as ‘Without’).

The images were captured from an VHS recorded analog
broadcast video, and digitized at the lowest JPEG compres-
sion rate, frame by frame. Detailed capturing conditions are
specified in Table 2.

4.1.2 Image features
Among various image features, the followings were used:

1. Color histogram:
Normalized distribution of color frequency in an image.
In this experiment, we quantized the RGB represented
color space into 64 blocks linearly. Thus the histogram
is represented as a 64 dimensional vector.

2. Color correlogram[1]:
Normalized distribution of color pair frequency of pix-
els in certain distance. In this experiment, we quan-
tized the RGB represented color space into 16 blocks
linearly and set the distance from 1 to 4. Thus the
correlogram is represented as a 1,024 (= 16 × 16 × 4)
dimensional vector.

These features have different characteristics as shown in Fig-
ure 6. Histograms reflect macro color features and correlo-
grams reflect micro features. We chose these features since
it seems that color characteristics play an important role
when human beings identify scenes roughly, and also to com-
pare the behavior of two different features between different
scenes.

In the experiment, each feature was used independently to
see the difference in their performance, but integrative use

Figure 7: Similarity comparison with and without
segmentation.

of features including other features is necessary in order to
discriminate more scenes.

4.1.3 Similarity measure
As a measure to evaluate the similarity between image fea-
ture vectors, we used the cosine of the angle θ between two
vectors, �F1 and �F2, formulated as follows (ranges between 0
and 1):

cos θ =
�F1 · �F2

| �F1 || �F2 |

4.1.4 Evaluation measure
In order to evaluate the scene identification ability, we used
the following measure:

• Percentage of images that majority of the top n similar
ones were correct (n = 1, 3, 5, 7, 9):
We considered that if the majority (i.e. more than
half) of the scenes of the top n similar images were
identical to the correct scene (This was manually given
beforehand for evaluation purpose) of the test data.
Note that when n = 1, the results show the percent-
ages of images that the scenes of the most similar ones
were correct.

4.2 Procedure
Following the procedure and conditions described in 3.2 and
4.1, the actual experiment was performed as follows:

1. Extract character region:
Extract character region manually if characters with
certain size and face direction are found in the im-
age. As an exception, anchor people in a studio were
completely automatically extracted using the Face De-
tector and the template shown in Figure 4.

2. Extract image feature:
Create both color histogram and correlogram of the
segmented background region. When there is no char-
acter region, treat the whole image as background.

3. Measure similarity:
Measure similarity between the test data and all other
images in the data set.
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• The proposed character region segmentation is effec-
tive by 2 to 3%. Moreover, similarity comparison ex-
cluding images without characters in the training data
set increases the effect up to 7 to 8%. This indicates
that considering character existence itself as an image
feature is important.

Next, Figures 9 through 12 show the identification rates of
each pre-classified scene, using histogram or correlogram as
image feature and evaluated by n = 1 and 3, respectively.
The data set size of each pre-classified scene is also shown as
a line graph in logarithmic scale. These results show that,

• The proposed method is basically effective as discussed
in the overall result, but the effectiveness varies among
scenes.

• The priority between histogram and correlogram dif-
fers among scenes.

From these observations, the effectiveness and the ap-
propriateness of the segmentation and the image fea-
tures vary among scenes due to their characteristics,
including restrictions to camera related parameters (lo-
cation, angle, etc.). Even among frequent scenes, the
graphical typicality varies to some extent due to cam-
era related parameters and other variables.

• The identification rate is roughly proportional to the
logarithm of the data set size. This is prominent when
n = 3 (Figures 11 and 12), since identification is done
based on the majority of the top n similar shots. Since
the larger the training data set size is, the more likely
similar scenes exist in it, it would be difficult to have
the majority of most similar images with correct scenes
from a small data set without much variations.

5. CONCLUSION
We introduced a method to identify scenes by segmenting
character regions from background region, as a part of the
image analysis portion of an automatic news video indexing
system. The method takes advantage of news video that
some scenes appear frequently, so that similarity measure-
ment with pre-indexed scenes enables such identification.

The method was applied to 817 shots derived from actual
news video for evaluation. The overall result showed realistic
performance, and indicated that not only the segmentation,
but also considering character existence itself as an image
feature is important. Although character region segmen-
tation was mostly done manually, automation was possible
under certain ideal circumstances. Further study in this field
should lead to automation under more general conditions.

On the other hand, independent results among pre-defined
scenes indicated several issues that must be considered in
future studies:

• Since priority of image features vary among scenes,
multiple features should be combinatorily used with
weights. Weights may be acquired from training data
sets.

• Since the identification rate is roughly proportional to
the logarithm of the data set size, in order to cover
various situations, the size of training data set should
be increased exponentially.
However, the discrimination ability will decrease in
proportion to the increase of scene variations. This
should be solved by employing various features in the
above mentioned way.
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